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Abstract—Air pollution comes in many forms and the basis of 

measure is the concentration of particles in the air. The quality of 

air depends on the quantity of pollution measured by a particle 

sensor that is accurate down to micron-meter consistencies. The 

size of the pollutants will be ingested by humans and cause 

respiratory problems and its effects on health conditions. The 

research will study the measurement of particles using multiple 

types of light scattering sensors and reference them to the 

accuracy of meteorological standards for precision in 

measurement. The sensors will be subjected to extreme conditions 

to gauge the repeatability and behavior and also long-term 

deployment usage. This study is required as when deployed on the 

field, dust particles will degrade the sensors over time. Early 

detection of sensor sensitivity and maintenance is therefore 

considered part of the research. Air particle data is volatile and 

dynamic over time and with that said, mass deployment of these 

sensors will give a better measurement of pollution data. However, 

with more and more data, standard statistics used show a basic 

level indicator and hence the idea of using machine learning 

algorithms as part of artificial intelligence (AI) processing is 

adapted for analyzing and also predicting particle data. There is a 

foreseeable challenge on this as there is no one machine learning 

for use only for this and multiple models are considered and 

gauged with the best accuracy using R2 value as low as 0.75 during 

the entire research. Lastly, with the seamless Internet of Things 

sensing architecture, the improved spatial data resolution will be 

improved and can be used to complement the current pollution 

measurement data for Malaysia in particular. 
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I. INTRODUCTION 

Pollutants in the air are not clearly visible and they come 
from many different sources. Air pollution is a mix of particles 
and gases that can reach harmful concentrations both outdoors 
and indoors [1]. Its effects range from disease risks such as 
respiratory to cardiovascular symptoms [2]. Smoke, mold, 
pollen, methane, and carbon dioxide are just a few examples of 
common pollutants that can affect the air surroundings [3]. 

The measurement of air pollution is measured in PM2.5 and 
PM10. PM refers to particulate matter which means particles in 
the air. The number 2.5 and 10 is the measurement in microns 
[4]. Particles the size of 2.5 microns and below are considered 
harmful as they could enter the blood stream and do damages 
years before any side effects occurs [5]. 

A limited number of meteorological stations in Peninsular 
Malaysia nationwide as shown in Fig. 1 gives a basic level of 
the air quality readings in the country 

(https://apims.doe.gov.my/). Systems in place are also located 
mostly in open areas far from densely populated places such as 
schools and factories. Data gathered are recorded, processed and 
shown but there are no algorithms for any preventive methods 
or predictive approach that could be performed. Only when 
pollution occurs, the data will be of interest to be monitored [6]. 

 

Fig. 1. Installation of meteorological stations in Malaysia. 

The presented research focusses on market available particle 
sensors from various suppliers and the study of correlation of 
each sensor selection is benchmarked for its performance with 
the same environment and setup scenarios. The selection of 
particle sensor used will then be subjected to the meteorological 
reference to study its difference and an option to apply filtering 
mechanism for sensor data accuracy and traceability. Interface 
of the sensors and publishing the data to the cloud will be heart 
of the hardware being develop [7]. The hardware development 
will be in a form of an Internet of Things (IoT) node which is 
portable, energy efficient and ease of deployment and will be 
connected to the mobile network [8]. Altogether the hardware 
system will enable ease of deployment for mass monitoring and 
thus more perimeter of areas will be covered with real time data 
on concentration of the air pollutions [9]. As more systems 
deployed, the sensor data generated will be used for ingestion 
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into the machine learning models for advanced processing on 
the prediction of the particulate matter. Machine learning 
models will be programed as a custom mode for particle data 
usage and models will be used based evaluated on based on the 
outcome of prediction accuracies and errors. In concluding the 
research presented, the IoT node will be able to measure particle 
sensor values accurately as of with meteorological standards 
with real time access and the overall system will be able to alert 
and provide predictive results based on artificial intelligence 
algorithms adapted that work behind the scenes [10]. 

Current and previous case studies and papers on air quality 
are based on meteorological sensors and as for Malaysia, there 
are not enough stations for monitoring dynamic conditions on 
the pollution that is causing the haze pollution. Therefore, 
additional stations whether it is meteorological or other particle 
sensor types are required. Cost-effective particle sensors that are 
used in some of the research are also not correlated to the 
meteorological side, hence it gives a sense of ambiguity on the 
results presented [11]. This research therefore would contribute 
and bridge the gap on these limitations using particle sensors that 
are based on the accuracy of the known standard with multiple 
deployment of sensors to complement the measurement data. 
Moreover, the systems designed and presented here are locally 
assembled. 

The state of system design will be presented in the following 
chapters which include the study of sensors, the design of IoT 
and the correlation of the data with the Department of 
Environment (Malaysia) [12]. The backend of the systems 
utilizes the node and server architecture with web dashboard for 
first-hand information of IoT status. Machine learning models 
are then presented with comparative analysis against with R2 
values as a scoring index on how well the models perform. 

II. METHODOLOGY 

A. Particle Sensor Selection and References 

Particle measurement is related to the number of particles in 
an area at a point in time. These particles are extremely small; 
thus, it needs an accurate and precise sensor to be able to 
measure the particle sizes. The principle of particle 
measurement using a laser beam with particles blown over a 
detector and the reflection of the dust over time is counted and 
correlated with particle sizes and densities of the internal 
formulation of the sensor [13]. 

Three selections of particle sensors are considered from 
different manufacturers such as Honeywell, Sensirion and from 
China and shown in Fig. 2 [14]. The sensors are commonly used 
in industries and the reason of early selection. All three sensors 
are placed side by side and data is collected over a period of 45 
days. This gives an equal level baseline on the particle data 
captured amongst the sensors being studied. The airflow, height, 
and simulated pollution levels are then conducted and data 
collected and compared. The co-relation of measured data is 
observed with an interval or 10 minutes and shown in Fig. 3 [15]. 
The hardware controlling the sensors were built to accommodate 
the three different sensors protocol and data is stored on the local 
storage. The dynamic range of all sensors are identical with co-
relation of more than 90%. All three sensors are seen having the 
same identical behaviors.  The resulting three sensors are equally 

suitable for deployment and the one being chosen to be used for 
this research is brand CN which comes with a protective outdoor 
casing. This sensor is chosen also due to the availability of the 
calibration certification ensuing the sensor is conformed to the 
specifications specified. 

 

Fig. 2. Particle sensor selection and validation. 

The brand CN sensor was then installed on the Department 
of Environment (DOE) in the Klang Valley meteorological 
station. There are two sets of the same sensors being placed for 
the study and comparison of the data repeatability alongside the 
reference standard. Data from the DOE particle sensor is then 
compared with the result of capture. Upon analysis, there are 
noticeable spikes in some of the range of the readings compared 
with the meteorological and the sensor used for the research. 
These spikes were due to the sensitivity and dynamic range of 
the sensors being used compared to the reference standard. 
Nevertheless, the trend of all the sensors is showing to be of 
identical trace. 

 

Fig. 3. Particle sensor correlation values and trend. 

A study to improve the correlation of the sensor versus the 
DOE reference was embarked and Kalman filtering technique 
was adapted due to its usage for in noisy and dynamic sensors 
such as gyroscope sensors to normalize to the targeted reference 
[16]. The data that were captured were then passed to the 
Kalman algorithm to validate the outcome. The Kalman filtering 
consists of two main steps which are the prediction step and the 
update step with the following formula in Eq. (1). 

𝑥^𝑘 ∣ 𝑘 − 1 = 𝐹𝑘𝑥^𝑘 − 1 + 𝐵𝑘𝑢𝑘                 (1) 

where, x^k∣k−1 is the predicted state estimate in time k and 

Fk is the state transition matrix which describes the dynamics of 
the system, x^k is the previous state estimate, Bk is the control 
input matrix and uk is the control input at time k. 

The Kalman filter estimates the system’s states by predicting 
its next state using previous estimates and systems dynamics and 
minimizes the estimation error iteratively in turn makes the 
particle sensor referenced and improving its states to the known 
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meteorological grade standard. The implementation of Kalman 
filter in the data processing of particles measurement data is 
shown in Fig. 4. 

 
Fig. 4. Data processing using Kalman filtering algorithm. 

B. Design of Wireless System Network (WSN) Hardware 

Standalone API monitoring sensors form the basis of 
Wireless System Network (WSN) [17]. The development and 
requirement of the IoT hardware were carefully architected and 
specifications were designed to be adaptable and expandable to 
other types of sensors and connectivity. Other features such as 
low power usage <1Watts (idle) which is ideal for battery and 
solar power for off-the-grid deployment [18]. Splash-proof IP 
rating casings and connectors are also put in place for outdoor 
usage. The wireless communication used for the IoT nodes is 
Wi-Fi and option for 4G LTE mobile GSM networks for remote 
monitoring in rural areas. The communication protocols used 
were HTTP [19]. 

There are three iterations of prototypes of the IoT systems 
being designed and system validation and verification were 
carried out to finalize the first proper design of the deployment 
hardware [20]. Some problem that requires improvement such 
as RS485 protection circuitry were added as the IoT is likely to 
be damaged due to AC spikes and also lighting surges due to the 
system being placed open air in the field. Other improvements 
such as using a DC-DC converter for efficient power delivery 
versus a linear regulator were improved. This was crucial and 
required to be done as there are up to thirty-six systems that we 
build and to be deployed. The systems need to be robust and free 
of any maintenance or minimal problems on site. Fig. 5 
showcases the hardware prototype being tested with the sensor 
connected to the 4G network while communicating with the 
server side. The hardware is then constructed and designed onto 
a PCB for final deployment with the proper housing and 
mounting in a pole with sensors altogether in one. 

The IoT system generates several data from the sensors such 
as PM2.5, PM10, temperature, humidity, wind speed, direction 
and GPS location [21]. These sets of data are then pushed to the 
cloud server network for statistical data generation to build a 
web-based dashboard [22]. The interval of data transferred is set 
by default to be 30 seconds and can be triggered on demand as 
well for comprehensive monitoring if required. All the 
communication through and from the server is encrypted and 
error error-checking mechanism is used to ensure data transfer 

is successful and not corrupted. In the IoT system, there are 
various internal functions that are running in parallel, therefore 
the firmware that is built requires the system to be efficient and 
tasked deterministic and therefore a real time operating system 
is adapted with the structure is shown in Fig. 6. The structure 
itself is a simplified state machine architecture and this is the 
basic building block of the IoT system being built upon. 

 
Fig. 5. Prototype IoT module. 

 
Fig. 6. Real-time operating system structure. 

C. Data Processing 

When the data is pushed to the cloud, a backend server-client 
dashboard is built in place to showcase the data based on time 
and day, and also a classification of API readings according to 
the standards on the IoT Nodes. This dashboard also serves as 
an indicator of the status of the connected sensor hardware that 
was deployed and activated on the field. This enables ease of 
measurement and also data storage from the sensor networks 
[23]. Basic analytical information based on mathematical 
statistic formulas is computed such as high, low, mean values of 
sensor data [24]. The client-side dashboard is shown in Fig. 7 
which shows the real-time status of the connected IoT nodes 
along with the sensor measurement results. 

Upon collecting and analyzing the measurements, the 
historical data will be used to serve as a base for AI modelling 
and processing. The AI algorithm will be used for predicting 
pollution ahead of time [25]. There are up to four types of 
machine learning models used and compared. They are the 
linear regression [26], ARIMA, Neural Prophet and the LSTM 
[27]. There are pros and cons in each algorithm being used and 
the basis of the modelling is time series type which is suited to 
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the particle data being measured. Multiple machine learning 
models were studied and compared also as there the outcome of 
the prediction is different based on how the input dimensions 
and data types are being ingested and computed internally [28]. 

 
Fig. 7. Web dashboard view on data from sensors. 

III. RESULTS 

The overall research results focus on the machine learning 
computation outcome. The AI modelling uses the 80% training 
and 20% test case data and all the four models are fed with the 
same data period for comparison of outcome [29]. The data 
range used is a year collection of historical data which is from 
15th March 2022 to 15th March 2023 on a particular IoT station 
(KK Nilai).  The data that were ingested is from the particle 
measurement (PM2.5) sensor along with the time series points. 
There summary of outcome for the algorithm used is shown in 
Table I. 

TABLE I.  COMPARISON OF AI PERFORMANCE INDEX ON ALGORITHM 

USED 

 
Linear 

Regression 
ARIMA 

Neural 

Prophet 
LSTM 

MAE 18.84 18.51 7.34 7.35 

RMSE 22.43 22.00 10.26 9.72 

R2 0.26 0.22 0.49 0.75 

From the observation on the machine learning models used, 
it could be concluded that the statistical algorithm types are less 

accurate in prediction with the R2 value of below ≤0.26. The 

Neural network types are suitable for prediction on this particle 
measurement (PM2.5) data and in the research presented as the 
R2 score is up to 0.75 with the LSTM method [30]. For pictorial 
visualization, the Fig. 8, Fig. 9, Fig. 10 and Fig. 11 shows a clear 
distinction on the statistical algorithm compared to neural types 
[31]. The prediction of the test data does not really contain any 
patterns and it could be said as of flat computation. On the other 
hand, for the neural network types, the prediction pattern can be 
seen and matching the flow of the test data [32]. 

Based on overall data and results, neural algorithm method 
can be seen as performing better as they are inspired by the 
structure and functioning of the human brain. It is a key 
component of machine learning, specifically a subset known as 
deep learning. Furthermore, neural networks are used for tasks 

such as pattern recognition, classification, regression, and more, 
by learning from data. 

 
Fig. 8. Linear regression modelling. 

 

Fig. 9.  ARIMA modelling. 

 
Fig. 10. Neural prophet modelling. 

 
Fig. 11. LSTM modelling. 
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The LSTM model perform better is also due to the multi 
epoch used together with seasonality computation for ingestion 
while the rest uses the basis of time series modelling or single 
dimensional data for ingestion [33]. 

IV. DISCUSSION 

The successful integration of sensor selection, hardware 
design, and server-side processing has resulted in a 
comprehensive air quality monitoring system designed into an 
IoT based system. The deployment of this system on-site has 
demonstrated its capability to provide accurate, real-time air 
quality data, which is essential for informing public health 
strategies and environmental policies. Measurement of particle 
data is compared with DOE first hand to gauge the correlation 
and reproducibility of the measured air quality data [34]. Server 
based web API displays the IoT stations status with real-time on 
demand access using 4G GSM network. Future enhancements 
will focus on expanding the network of monitoring units and 
incorporating additional data sources to further improve 
prediction accuracy and system robustness. 

There are two known limitations for the research which is on 
the long-term accuracy and maintenance of the sensors being 
used for the particle measurement. The Department of 
Environment (DOE) sensors are maintained regularly and 
calibrated to a traceable standard [35]. However, this sensitivity 
or performance of the sensor can be monitored using a machine 
learning algorithm using abnormal detection. 

The second limitation is on the data processing with artificial 
intelligence algorithms. As the known research uses the data 
from meteorological sensors, there are years of historical data 
readily to be used and ingested into the algorithm [36]. The 
historical data from meteorological sensors contains additional 
sensor data such as pollution gases which is an advantage when 
using multivariate [37] AI modelling which serves as a multiple-
dimensional processing and greatly influences the prediction 
outputs [38] [39]. 

V. CONCLUSION 

From the sensor IoT node deployment to data generation and 
retrieval, this research presents the sensors being used is able to 
perform with high standards of measurement by referencing to 
a known standard. The IoT system hardware itself plays the 
main part in where sensors are being interconnected and data is 
fed back to the cloud for processing and storage. A step further 
in processing the data using AI algorithms is experimented and 
classification of the trend of data with anomalies seen of the data 
being produced and rectified with normalization [40]. The 
demonstrated predicted results using machine algorithm with an 
RMSE of 9.72 for LSTM is suitable for forecasting and 
detection of pollution levels ahead in time [41]. Hence, this 
information could be fed to other broadcast networks for 
notification. Lastly the presented system is not constrained to air 
pollution only and can be easily adapted to other types of 
pollution that compromise quality of life in urban areas, e.g. 
noise pollution, hazardous gases and more [42]. 
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