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Abstract—In order to address the challenges of image 

complexity, capturing subtle information, fluctuating lighting, and 

dynamic background interference in drone video reconnaissance, 

this paper proposes a salient object detection method based on 

convolutional neural network (CNN). This method first 

preprocesses the drone video reconnaissance images to remove 

haze and improve image quality. Subsequently, the Faster R-CNN 

framework was utilized for detection, where in the Region 

Proposal Network (RPN) stage, the K-means clustering algorithm 

was used to generate optimized preset anchor boxes for specific 

datasets to enhance the accuracy of target candidate regions. The 

Fast R-CNN classification loss function is used to distinguish 

salient target regions in reconnaissance images, while the 

regression loss function precisely adjusts the target bounding 

boxes to ensure accurate detection of salient targets. In response 

to the potential failure of Faster R-CNN in extreme situations, this 

paper innovatively introduces a saliency screening strategy based 

on similarity analysis to finely screen superpixels, preliminarily 

locate target positions, and further optimize saliency object 

detection results. In addition, the use of saturation component 

enhancement and brightness component dual frequency 

coefficient enhancement techniques in the HSI color space 

significantly improves the visual effect of salient target images, 

enhancing image clarity while preserving the natural and soft 

colors, effectively improving the visual quality of detection results. 

The experimental results show that this method exhibits 

significant advantages of high accuracy and low false detection 

rate in salient object detection of unmanned aerial vehicle (UAV) 

video reconnaissance images. Especially in complex scenes, it can 

still stably and accurately identify targets, significantly improving 

detection performance. 

Keywords—Regional convolutional neural network; K-means 
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I. INTRODUCTION 

The salient target detection of UAV video reconnaissance 
image is a method that uses computer vision and depth learning 
technology to quickly identify and locate key targets from the 
image taken by UAV. It automatically detects salient targets in 
the image, such as people, vehicles, buildings, etc., by analyzing 
the texture, color, shape, and other characteristics of the image 
[1]. The detection of the salient target of a UAV video 
reconnaissance image has extensive application value in many 
fields, such as safety monitoring, public safety, environmental 
monitoring, disaster rescue, etc. [2]. Through real-time 
monitoring and early warning, this technology can help people 
find abnormal situations in time, improve monitoring accuracy 
and response speed, and provide strong support for preventing 
and responding to various emergencies [3]. Therefore, the 

detection of salient targets of UAV video reconnaissance images 
is of great significance in ensuring public safety and improving 
emergency response capability. 

Jirayupat C, et al. proposed a method of detecting salient 
targets in UAV video reconnaissance images based on 
chromatography-mass spectrometry [4]. This method pre-
processes the image using the chromatography-mass 
spectrometry method, extracts the salient target features in the 
image, and then detects the target using the trained machine 
learning model. By combining image processing and machine 
learning, the salient target in the UAV video can be quickly and 
accurately recognized. This method involves the integration of 
many technologies, including image processing, 
chromatography, mass spectrometry, and machine learning. 
This requires researchers to have extensive professional 
knowledge and skills, and it is difficult to achieve and optimize. 
Cherri A K et al. proposed a method of detecting salient targets 
of UAV video reconnaissance images based on a joint transform 
correlator [5]. This method reduces the size of the UAV video 
reconnaissance image to speed up the processing time and 
increase the storage capacity of the recognition system. By using 
fringe adjustment joint transform correlation technology, 
multiple targets based on compression are successfully detected. 
The use of shift phase encoding and reference phase encoding 
technology can eliminate the false detection and missed 
detection caused by multiple expected and unwanted targets, 
thus realizing the detection of salient targets of UAV video 
reconnaissance images more accurately. This method reduces 
the size of the UAV video reconnaissance image, which will 
lead to the reduction of image resolution and will affect the 
accuracy of salient target detection and detail recognition. Iván 
García-Aguilar and others proposed the method of detecting 
salient targets of UAV video reconnaissance images using CNN 
and super-resolution [6]. This method improves the resolution 
of UAV video images through super-resolution technology and 
then uses a convolutional neural network (CNN) for feature 
extraction and target detection. Train CNN models to identify 
and locate salient targets. Combining the advantages of deep 
learning and super-resolution technology, it can accurately 
detect salient targets in UAV video reconnaissance images of 
low resolution. In this method, the super-resolution technology 
is sensitive to the noise in the image, which will affect the 
accuracy and reliability of target detection. Ezequiel López-
Rubio a b and others proposed a method of detecting salient 
targets of UAV video reconnaissance images based on deep 
learning and PTZ camera controller [7]. This method uses deep 
learning to detect the salient target of a UAV video 
reconnaissance image. This method includes three modules: 
target detection, salient target detection, and PTZ camera 
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controller. The deep learning network is used to detect the target 
in the scene. The salient target detection module automatically 
detects the salient target using the Dirichlet distributed hybrid 
model, while the PTZ camera controller allows it to follow and 
focus on the salient target to achieve the salient target detection 
of UAV video reconnaissance image. This method uses deep 
learning to detect the salient target, which faces a challenge in 
the real-time environment. On low-performance hardware, the 
processing speed cannot meet the real-time requirements, 
resulting in the limitation of this method in practical 
applications. 

Faster R-CNN can effectively deal with complex factors in 
drone video reconnaissance images, such as subtle information, 
lighting changes, and dynamic backgrounds, ensuring high-
precision salient object detection under various conditions. 
Therefore, this paper proposes a CNN-based method of 
detecting salient targets of UAV video reconnaissance images. 
By performing haze removal operations in the preprocessing 
stage, image quality is improved, and the Faster R-CNN 
framework combined with K-means clustering is used to 
optimize anchor boxes, achieving accurate detection of targets 
in complex scenes. Specifically, in response to the limitations of 
Faster R-CNN in extreme situations, this paper introduces a 
superpixel saliency filtering strategy and combines it with image 
enhancement techniques in the HSI color space. This not only 
significantly improves the accuracy of object detection and 
image clarity, but also ensures the authenticity and softness of 
colors, providing more reliable and efficient technical support 
for drone video reconnaissance. The specific research approach 
is as follows: 

1) After removing haze from drone video surveillance 

images, a salient object detection framework for drone video 

surveillance images is constructed. 

2) Preset anchor boxes in RPN and determine the final 

target bounding box through a multi task loss function. 

3) Significant object detection calculation is used for 

undetectable targets, including calculating target similarity and 

target connectivity maps to obtain target probabilities. 

4) The enhancement of saturation and brightness 

components based on HSI color space improves the accuracy 

of salient object detection. 

II. SALIENT TARGET DETECTION OF UAV VIDEO 

RECONNAISSANCE IMAGE 

A. Dehazing of UAV Video Reconnaissance Image 

UAV imaging will be interfered with a variety of factors. 
Due to the presence of haze in the air or chemical particles and 
other particles, in the propagation process, the light will be 
scattered or refracted to varying degrees, resulting in some 
detailed information not being received by the sensor [8]. The 
haze image degradation model formula is expressed by Eq. (1): 

𝐴(𝑥) = 𝑍(𝑥)𝑡(𝑥) + 𝜌[1 − 𝑡(𝑥)]  (1) 

In the equation, 𝐴(𝑥)is the haze image degradation model, 
𝑍(𝑥) is a realistic image, 𝑡(𝑥)  is medium transmission, 𝜌  is 
atmospheric scattered light. 

Light sources are scattered or reflected by the haze present 
in the air as they travel through the atmosphere. Then the light 
reflected through the object is also scattered or reflected by the 
haze [9]. After that, only the energy of𝑍(𝑥)𝑡(𝑥)can reach the 
sensor. At the same time, the atmospheric scattered 
light𝜌generated due to the scattering of various particles in the 
air will also be absorbed by the sensor. 

The medium transmission is expressed by Eq. (2): 

𝑡(𝑥) = ℎ−𝜀𝑑(𝑥)   (2) 

The medium transmission is related to the scattering 
coefficient 𝜀of the atmosphere and also related to the distance 
𝑑(𝑥)from the sensor to the object. When𝑑(𝑥)goes to infinity 
𝑡(𝑥) is close to zero. Then the atmospheric scattered light can 
be expressed by Eq. (3): 

𝜌 = 𝐴(𝑥), 𝑑(𝑥) → 𝑖𝑛𝑓       (3) 

In practical imaging, instead of relying on equations, 
obtaining the atmospheric scattered light𝜌is rather a more stable 
calculation based on Eq. (4). 𝑑(𝑥)cannot be infinite, but gives a 
very low transmittance 𝑡0. 

𝜌 = 𝑚𝑎𝑥
𝑦∈{𝑥|𝑡(𝑥)≤𝑡0}

𝐴(𝑦)  (4) 

If the atmospheric light in the corresponding area is given, 
the medium transmission can be calculated based on physical 
principles, and a clear image can be obtained after the haze is 
removed. The following procedures are all performed on the 
dehazed UAV video reconnaissance image. 

B. Target Detection of UAV Video Reconnaissance Image 

Based on Faster R-CNN 

After getting a clear image after removing the haze, the 
corresponding targets can be detected from it. For UAV video 
reconnaissance, multiple targets need to be monitored at the 
same time. To detect multiple targets at the same time and ensure 
detection accuracy, Faster R-CNN is used to build a detection 
framework, and training is used to adapt to different scenes and 
target types, to achieve the target detection of UAV video 
reconnaissance images. 

1) Target detection framework: Faster R-CNN (Faster 

Region-based Convolutional Neural Network) is a new 

generation of target detection model that optimizes CNN [10]. 

Faster R-CNN can be seen as a combination of an RPN (Region 

Proposal Network) and a Fast R-CNN (Region-based 

Convolutional Network), which share the basic convolutional 

network [11]. RPN is responsible for generating high-quality 

proposed target areas in UAV video reconnaissance images, 

and Fast R-CNN will complete the salient target classification 

and position regression of the proposed target areas [12]. The 

improved target detection framework in this paper is shown in 

Fig. 1. First, the anchor frame is reset by the clustering method 

to make the reference anchor frame more suitable for the target 

characteristics of the dataset. Second, a new full connection 

layer (behind the ROI layer) is added to the Fast R-CNN model 

to effectively improve the detection performance of the 

algorithm. 
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Fig. 1. Improved faster R-CNN target detection framework. 

As displayed in Fig. 1, RPN uses a sliding window and 
anchor mechanism to generate a proposed target area of multi-
scale. After the image passes through the basic feature extraction 
network, a convolution kernel of 3×3 slides on the feature map 
to get a feature vector of 512 dimensions (corresponding to the 
VGG model) each time, and then the vector is sent to the full 
connection layer: (1) Object/non-object binary layer, to predict 
whether there is a target in the window; (2) Position regression 
layer, to calculate the position correction of the anchor frame 
relative to the target boundary frame, and to obtain the position 
coordinates of the candidate frame. Fast R-CNN and RPN share 
the feature extraction network. First, ROI pooling is used to 
obtain the feature representation of each candidate frame, and 
then ROI features are sent to the full connection layer, and the 
features are sent to the two parallel task layers: (1) Softmax 
classification layer, to calculate the probability of candidate 
frames on the C+1(Class C target + background) class; (2) 
Position regression layer, to calculate the relative offset between 
the candidate frame and the target boundary frame, and to 
further correct the position of the predicted target. 

2) Anchor frame setting: In the RPN model, anchor frames 

with three different aspect ratios are set according to 

experience. However, for different datasets, the scale of the 

anchor frame is inconsistent. Choosing an appropriate anchor 

frame can effectively improve the learning speed of network 

model training, and can also improve the target detection 

accuracy of UAV video reconnaissance images [13]. In this 

paper, K-Means clustering is used to select anchor frames. The 

algorithm flow is shown in Fig. 2. 

 Collect the truth frames of all target samples in the UAV 
video reconnaissance image set 𝑎 =
(𝑥𝑚𝑎𝑥𝑚𝑎𝑥𝑚𝑖𝑛𝑚𝑖𝑛) , and set the number of clusters, 

i.e., the number of anchor frames k , and then randomly 
selected𝑘samples as initial clustering centers; 

 Calculate the distances between the remaining target 

samples and k centers, based on the Euclidean distance. 
The center with the smallest distance is used as the target 
sample class; 

 Calculate the new clustering center according to the 
target classification results, and set the clustering center 
be 𝑜. The criterion function is calculated as shown in Eq. 
(5): 

𝐼(𝑎, 𝑜) = 𝜌∑ ‖𝑎𝑖 − 𝑜𝑐
𝑖‖𝑘

𝑖=1

2
 (5) 

 Repeat steps (2) and (3) until the error of the criterion 
function is within the allowable range, and end the loop 
to obtain the final target classification results. 

 

Fig. 2. Clustering flowchart of anchor frame. 

3) Multitask loss function: The multitask loss function in 

the Fast R-CNN model is mainly composed of the classification 

loss function and regression loss function [14]. The 

classification loss function is used for the classification of 

salient targets in the proposed target areas of UAV video 

reconnaissance images, and the regression loss function is used 

for the regression of salient target boundary frames in UAV 

video reconnaissance images [15]. The loss function definition 

formula for a UAV video reconnaissance image is expressed by 

Eq. (6): 

𝐻[(𝑟𝑖), (𝑠𝑖)] =
𝐼(𝑎,𝑜)

𝑁𝑐𝑙𝑠
∑ 𝐻𝑐𝑙𝑠(𝑟𝑖 , 𝑟𝑖

∗)𝑖   (6) 

+𝛼
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𝑖

 

In the equation, 𝑟𝑖  is the prediction probability of the 𝑖 -th 

anchor, 𝑟𝑖
∗ is the predicted probability of the actual boundary 

frame (𝐺𝑇, 𝐺𝑟𝑜𝑛𝑑 𝑇𝑟𝑢𝑡ℎ)corresponding to the 𝑖 -th anchor.  

If the recall rate between the i -th anchor boundary frame 

and𝐺𝑇,𝐼𝑜𝑈 > 0.7 (at this point 𝑟𝑖
∗𝑟𝑖

∗ = 1), then the anchor is 
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anchor will not participate in the training. If 𝐼𝑜𝑈 < 0.3 (at this 

point 𝑟𝑖
∗ = 0), then the anchor is considered as the background. 

𝑠𝑖 is a vector, indicated as𝑠𝑖{𝑠𝑥 , 𝑠𝑦 , 𝑠𝑤 , 𝑠𝑣}, corresponding to 

the four parametric coordinates of the boundary frame of the 
predicted salient target. 𝑠𝑥 , 𝑠𝑦are corresponding to the central 

coordinates of the boundary frame of the salient target. 𝑠𝑤 , 𝑠𝑣  
are corresponding to the width and height of the boundary frame 
of the salient target.𝑠𝑖

∗ is the coordinate vector of the salient 
target 𝐺𝑇corresponding to the anchor. 

The classified loss is the logarithmic loss of salient target 
class and non-salient target class, and the calculation formula is 
expressed by Eq. (7): 

𝐻𝑐𝑙𝑠(𝑟𝑖 , 𝑟𝑖
∗) = − 𝑙𝑔[𝑟𝑖

∗𝑟𝑖 + (1 − 𝑟𝑖
∗)(1 − 𝑟𝑖)]     (7) 

The regression loss is calculated as shown in Eq. (8): 

𝐻𝑟𝑒𝑔(𝑠𝑖 , 𝑠𝑖
∗) = 𝐵(𝑠𝑖 ∗ −𝑠𝑖

∗)  (8) 

In the equations, 𝐵  is the defined robust loss 
function (𝑠𝑚𝑜𝑜𝑡ℎ 𝐻1) , and the calculation formula is 
expressed by Eq. (9): 

 
2

1

0.5 1

0.5

x if x
smooth H x

x otherwise

 
 

  (9) 

Using a four-dimensional vector(𝑥, 𝑦, 𝑤, 𝑣) for the target 
display window, respectively represents the center point 
coordinates, width, and height of the target window. Through 
the regression learning of the salient target boundary frame in 
the UAV video reconnaissance image, a relational mapping is 
found, to obtain the regression target window 𝐺′which is close 
to the real target window 𝐺 by input of the original 
anchor 𝐶 through the mapping method, i.e., given 𝐶 =
(𝐶𝑥 , 𝐶𝑦, 𝐶𝑤 , 𝐶𝑣), and look for a relational mapping𝑓, and make 

𝑓(𝐶𝑥, 𝐶𝑦 , 𝐶𝑤, 𝐶𝑣) = (𝐺𝑥
′ , 𝐺𝑦

′ , 𝐺𝑤
′ , 𝐺𝑣

′) , of 

which(𝐺𝑥
′ , 𝐺𝑦

′ , 𝐺𝑤
′ , 𝐺𝑣

′) ≈ (𝐺𝑥 , 𝐺𝑦 , 𝐺𝑤 , 𝐺𝑣). 

The following two methods of translation transformation 
and scaling transformation are used to implement the transition 
from anchor to approximate 𝐺𝑇. 

The translation transformation is calculated as shown in Eq. 
(10): 

{
𝐺𝑥
′ = 𝐶𝑤𝑑𝑥(𝐶) + 𝐶𝑥

𝐺𝑦
′ = 𝐶𝑣𝑑𝑦(𝐶) + 𝐶𝑦

  (10) 

The scaling transformation is calculated as shown in Eq. 
(11): 

{
𝐺𝑤
′ = 𝐶𝑤 𝑒𝑥𝑝[𝑑𝑤(𝐶)]

𝐺𝑣
′ = 𝐶𝑣 𝑒𝑥𝑝[𝑑𝑣(𝐶)]

  (11) 

The amount of translation(𝑠𝑥 , 𝑠𝑦) , (𝑠𝑥
∗, 𝑠𝑦

∗) and the scale 

factor(𝑠𝑤 , 𝑠𝑣), (𝑠𝑤
∗ , 𝑠𝑣

∗)are expressed by Eq. (12), (13), (14), and 
(15): 

𝑠𝑥 = (𝑥 − 𝑥𝑐)/𝑤𝑐; 𝑠𝑦 = (𝑦 − 𝑦𝑐)/𝑣𝑐 (12) 

𝑠𝑥
∗ = (𝑥∗ − 𝑥𝑐)/𝑤𝑐; 𝑠𝑦

∗ = (𝑦∗ − 𝑦𝑐)/𝑣𝑐 (13) 

𝑠𝑤 = 𝑙𝑔(𝑤/𝑤𝑐) ; 𝑠𝑣 = 𝑙𝑔(𝑣/𝑣𝑐)  (14) 

𝑠𝑤
∗ = 𝑙𝑔(𝑤∗/𝑤𝑐) ; 𝑠𝑣

∗ = 𝑙𝑔(𝑣∗/𝑣𝑐)  (15) 

In the equations, 𝑥 , 𝑦 indicate the coordinates 𝑥 and the 
coordinates 𝑦 of the center of the predicted target boundary 
frame. 𝑤, 𝑣 indicate the width and height of the target boundary 
frame. The coordinate parameters of the boundary frame of the 
anchor are respectively expressed as 𝑥𝑐 , 𝑦𝑐 , 𝑤𝑐 , 𝑣𝑐 . The 
coordinate parameters of the boundary frame of 𝐺𝑇 are 
respectively expressed as𝑥∗, ∗ 𝑦∗ , 𝑤∗, 𝑣∗. 

C. Detection of Salient Target of UAV Video Reconnaissance 

Image 

The above calculation formula can be understood as, by the 
regression learning of the target boundary frame, that is, the 

regression from the anchor boundary frame to the nearby GT  
boundary frame, a boundary frame of the regression target 

windowGwhich is much closer to the actual target windowG

is obtained. The target is detected according to the boundary 
frame, but due to some certain occlusion or mistaken recognition 
of the target as an unrecognized object in the UAV video 
detection, it is further optimized to achieve salient target 
detection. 

1) Calculation of target similarity: By using Faster R-

CNN, through the training of salient target detection in UAV 

video reconnaissance images, the identification of salient 

targets within the image can be efficiently identified [16], 

followed by the extraction of potential targets based on their 

distinctive features [17]. Following that, begin to create the 

similarity graph. Faster R-CNN exhibits a notable detection 

rate; however, it may struggle to detect salient targets in 

exceptional circumstances. If Faster R-CNN cannot identify the 

salient target, it will process the entire image as a target. 

The likelihood of this window containing a target is denoted 
by the target similarity score. The pixel-level similarity score 
[18] is derived from the potential targets to determine the 
likelihood of a pixel being a component of the target. The pixel-
level similarity score is determined as shown in Eq. (16) as 
follows: 

𝑃𝑖𝑥𝑂𝑏𝑗(𝑞) = ∑ 𝑒𝑖
𝑁
𝑖=1 𝐿𝑖(𝑥, 𝑦)  (16) 

The equation, 𝑒𝑖indicates that if the pixel 𝑞is contained in 
the target window 𝑖 detected by Faster R-CNN, 𝐿𝑖is a Gaussian 
filter window of equal dimension to the window, 𝑥 , 𝑦 is the 
relative coordinate of pixels𝑞 in one of the detection windows, 
𝑁is the number of possible target windows detected by Faster 
R-CNN. 

The sum of the similarity scores of all pixels in the 
superpixel region is the similarity score of the current superpixel 
region, defined by Eq. (17). 

𝑂𝑏𝑗𝑒𝑐𝑡𝑛𝑒𝑠𝑠(𝑇𝑞𝑖) = ∑ 𝑃𝑖𝑥𝑂𝑏𝑗(𝑞𝑗)𝑖∈𝑀  (17) 

In the equation, 𝑞𝑗 is one pixel in the 𝑖  -th superpixel 

region𝑇𝑞𝑖. The similarity graph is then further optimized using 
a threshold-based method, where the threshold is set as 1.5 times 
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the quantity of pixels in the similarity graph divided by the 
overall number of pixels in the graph. 

2) Calculation of target connectivity graph: The threshold 

similarity graph is only a part of the target superpixels that are 

roughly acquired. This paper adopts the "target connectivity" 

method, which assigns a value to the predicted target according 

to the salience value of the superpixel connectivity [19]. Build 

a graph using superpixels as nodes. The adjacent superpixel 

nodes have edges, and the weight of these edges is specified as 

the Euclidean space of the mean Lab color of the two nodes. 

The target connectivity of the 𝑖 -th superpixel 𝑇𝑞𝑖  is defined by 

Eq. (18): 

𝐹(𝑇𝑞𝑖) =
∑ 𝑑(𝑇𝑞𝑖,𝑇𝑞𝑚)⋅𝛽(𝑇𝑞𝑚)
𝑁1
𝑚=1

∑ 𝑑(𝑇𝑞𝑖,𝑇𝑞𝑚)⋅[1−𝛽(𝑇𝑞𝑚)]
𝑁1
𝑚=1

  (18) 

In the equation, 𝑑(𝑇𝑞𝑖 , 𝑇𝑞𝑚)indicates the shortest distance 
between superpixels 𝑇𝑞𝑖 and 𝑇𝑞𝑚 . If the superpixel 𝑇𝑞𝑚 is 
predicted as a target in the similarity graph, then assign the value 
of 𝛽(⋅) as 1, and 𝑁1 is the total number of superpixels. 

The more superpixel similarities that are predicted as targets, 
the lower the numerator value and the higher the denominator 
values, which makes the lower value of 𝐹. Set the reciprocal of 
𝐹as the target probability𝑓𝑖, which means that the algorithm has 
identified the possible salient target in the UAV video 
reconnaissance image. To improve the detection accuracy of the 
salient target, following image enhancement algorithm is used 
to improve the detection accuracy of the salient target. 

D. Enhancement of Salient Target of UAV Video 

Reconnaissance Image Based on HSI Color Space 

First, convert the low illuminance image from RGB space to 
HSI space [20], and then different enhancement algorithms are 
used respectively according to component (𝑆) and 
component(𝐼). The process of this algorithm is: (1) Color space 
conversion, from RGB space to HSI space; (2) Enhance 
components(𝑆)and(𝐼)respectively by "Piecewise exponential 
transformation" and "V-transformation + Retinex enhancement 
+ improved fuzzy enhancement"; (3) Return to RGB color space 
to get the enhanced image. The flow chart is shown in Fig. 3. 

The enhancement algorithms for each stage are described in 
detail below. 

1) Enhancement of saturation component: Generally, the 

enhancement of the saturation component is a simple linear 

transformation [21]. This paper proposes a piecewise 

exponential enhancement algorithm, characterized by its 

nonlinear nature. The saturation levels of distinct areas can be 

processed individually to enhance the overall visual impact. 

The salient target image of the UAV video reconnaissance 

image is divided into three regions based on its saturation level: 

high, medium, and low. When 𝑥 > 0 , 𝑢𝑥 − 1 > 𝑥 , 

and 𝑙𝑖𝑚
𝑥→0

𝑢𝑥−1

𝑥
= 1 , that is, when𝑥 is extremely small, 𝑢𝑥 − 1 

and𝑥are equivalent. Therefore, the low saturation region is 

stretched by the exponential transformation to enlarge the 

saturation; for the medium saturation region, only exponential 

transformation is done to make appropriate adjustments; for the 

high saturation region, the saturation is reduced appropriately 

through the reduction of the exponential transformation. The 

piecewise exponential enhancement algorithm proposed in this 

paper is expressed by Eq. (19): 
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Fig. 3. Flow chart of image enhancement algorithm. 

In the equation, 𝑃and𝑃′are the saturation before and after 
enhancement, respectively; the parameters 𝜂, 𝜇are used to adjust 
the scaling of the transformation. When𝜂 is 1.2~1.5, and 𝜇 is 
0.7~0.9, the enhancement effect is the best. In this paper, the 
value of 𝜂 is 1.4, and the value of 𝜇 is 0.8. 

2) Enhancement of brightness component: V-transform the 

brightness component to obtain the V-spectrum matrix. The 

data of the 1/4 of the upper left corner of the V-spectrum matrix 

is the low-frequency sub-band 𝐼𝐿of the brightness component, 

with the rest of the data being the high-frequency sub-band𝐼𝐻 . 

Different methods of enhancement are used for low and high 

frequencies. 

a) Low-frequency coefficient enhancement (Retinex): 

Because the low-frequency sub-band ILconcentrates the overall 

information of the brightness of the salient target image of the 

UAV video reconnaissance image, it depicts the general outline 

of the image, and the Retinex enhancement algorithm can be 

used. 

Assuming that the brightness low-frequency coefficient 
is𝑃(𝑥, 𝑦), the enhanced low-frequency coefficient is calculated 
by Eq. (20): 

𝑧(𝑥, 𝑦) = 𝑙𝑛 𝐽 (𝑥, 𝑦) 
= 𝑙𝑛 𝑃 (𝑥, 𝑦) − 𝑙𝑛[𝐷(𝑥, 𝑦) ∗ 𝑃(𝑥, 𝑦)] (20) 
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𝑧(𝑥, 𝑦) stands for the output image after enhancement and ∗ 
stands for the convolution symbol; 𝐷(𝑥, 𝑦) is the center-
surround function, a Gaussian filter function is usually chosen 
as shown in Eq. (21): 

𝐷(𝑥, 𝑦) = 𝜎 ⋅ 𝑢
−(𝑥2+𝑦2)

𝑐2   (21) 

In the equation, 𝑐  is the Gaussian surround scale; 𝜎 is a 
constant which makes the integral of 𝐷(𝑥, 𝑦) as 1. The reflected 
image𝐽(𝑥, 𝑦) represents the intrinsic property of an image and 
carries detailed information about the image. 

The key to Retinex theory is to reasonably assume the 
composition of the salient target image of the UAV video 
reconnaissance image [22]. If an image is regarded as an image 
with noise, then the component of the incident light can be 
regarded as a multiplicative, relatively uniform, and slowly 
transformed noise [23]. The Retinex algorithm can fairly 
estimate the noise present at every position within the image and 
remove it to acquire a noticeable Impact. The obtained image 
reduces the impact of incident light [24], and retains the 
reflection attribute of the object essence, that is, the essence of 
the image. 

b) High-frequency coefficient enhancement (Improved 

fuzzy optimization): In the sub-band𝐼𝐻  characterized by high 

frequency, the wavelet coefficient of noise exhibits a 

diminutive magnitude, which is further reduced compared to 

the coefficient of the signal. To enhance the details of the salient 

target image and suppress noise [25], this paper proposes an 

improved fuzzy enhancement algorithm, which aims to enhance 

the clarity of details while simultaneously suppressing noise 

[26]. The specific algorithm process is outlined below: 

Step 1: Construct the affiliation function as shown in Eq. 
(22): 

𝐸𝑚𝑛 =
𝑥𝑚𝑛−𝑥𝑚𝑖𝑛

𝑥𝑚𝑖𝑛𝑚𝑎𝑥
   (22) 

Transforming the high-frequency coefficient into fuzzy sets 
is aiming to normalize the coefficient in the high-frequency 
subband to the interval[0,1]. In the equation, 𝑥𝑚𝑎𝑥and𝑥𝑚𝑖𝑛stand 
respectively for the highest and lowest values of the coefficient 
in the high-frequency subband; 𝑥𝑚𝑛 is the coefficient. 

Step 1: Design the fuzzy affiliation transformation as 
expressed by Eq. (23): 

𝐸𝑚𝑛
′ =

1

2
+ (𝐸𝑚𝑛 −

1

2
)
1/3

  (23) 

This function is a nonlinear and monotonically increasing 

function and (
1

2
,
1

2
) is its inflection point. It makes the numbers 

less than
1

2
shrinking, and makes the numbers greater 

than
1

2
amplified. When acting on the high-frequency coefficient, 

it can achieve the purpose of enhancing the details of the salient 
target image of the UAV video reconnaissance image while 
suppressing noise. 

Step 1: Convert the fuzzy set to the high-frequency subband 
as shown in Eq. (24): 

𝐸𝑚𝑛
″ = 𝐸𝑚𝑛

′ ⋅ (𝑥𝑚𝑖𝑛𝑚𝑎𝑥 + 𝑥𝑚𝑖𝑛)  (24) 

The enhanced high-frequency coefficients are obtained. 

So far, the enhanced low-frequency and high-frequency 
coefficients are obtained, and then the enhanced brightness 
component 𝐼′ is obtained through V-inverse transformation. 
Finally, the obtained enhanced saturation𝑆′and the enhanced 
brightness 𝐼′ , and the hue component of the salient target 
image(𝐻)are synthesized and converted to RGB space to output 
the enhanced salient target image. 

III. EXPERIMENTAL ANALYSIS 

To verify the effect of the method in this paper on the 
detection of salient targets of UAV video reconnaissance 
images, the GPU configuration of experimental hardware 
equipment is selected as displayed in Table I. 

The UAV used for reconnaissance shooting is shown in Fig. 
4. The configuration parameters are shown in Table II. 

TABLE I. GPU CONFIGURATION 

Name Parameter 

Brand Shadow Chi 

Model GTXTITAN-6GD5 

Craftsmanship 28mm+ 

Stream processor 2688pcs 

Core frequency 954 MHze 

Video memory capacity 6G GDDR5+ 

Video memory bit width 384Bite 

Video memory frequency 6008MHz 

Graphics card power consumption 300W+ 

Heat-dissipating method Cooling fan 

Size 280mm×127mm×42mm 

TABLE II. UAV CONFIGURATION TABLE 

Name Parameter 

Model RQ-8 drone 

Maximum safe takeoff weight 7kg 

No-load 6.5kg 

Load 2kg 

Size 

The length is 970mm 

Width 920mm, 500mm after folding 

Height 240mm, folded back 180mm 

Wheelbase size 1100mm 

Propeller size 26inch 

Duration of flight >50min 

Maximum speed 36km/h 

Wind loading rating Strong breeze 

Operating radius >10km 

Dynamic type Whoring polymer cell 

Working altitude 4500m 

Operating temperature -20 to 60 degrees Celsius 
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Fig. 4. UAV used for reconnaissance shooting. 

The experimental test dataset consists of images captured by 
a drone as shown in Fig. 4. This dataset consists of 500 frames 
of video reconnaissance images captured by drones in different 
scenes, lighting conditions, and dynamic backgrounds. These 
images contain complex and subtle information, such as hidden 
targets, varied backgrounds, and challenging factors such as 
lighting changes. The dataset is divided into two parts: (1) 
Training set: containing 300 frames of images, used to train a 
CNN based saliency object detection model. These images cover 
various possible scenarios and conditions in the dataset to ensure 
that the model can learn enough features to cope with complex 
detection tasks. (2) Test set: Contains the remaining 200 frames 
of images to evaluate the performance of the trained model on 
unknown data. These images maintain similar diversity to the 
training set, but are completely independent to ensure the 
objectivity and accuracy of the test results. 

After completing the above preparations, proceed with the 
experiment according to the following steps: 

Step 1: Dataset preparation and annotation 

Collect and organize drone video surveillance images, 
accurately label salient targets in the images through manual 
means, and provide accurate data foundation for model training. 

Step 2: Remove haze from the image 

To remove haze from the original image, improve image 
quality, reduce the impact of haze on subsequent object 
detection, and enhance detection accuracy. 

Step 3: Faster R-CNN model training 

Using annotated training set data, train the Faster R-CNN 
model to learn the features of salient targets and possess the 
ability to classify and perform bounding box regression. 

Step 4: Test Set Evaluation 

Evaluate the trained Faster R-CNN model using an 
independent test set to validate its detection performance on 
unknown data, including subjective and objective testing 
metrics such as accuracy, recall, and F1 score. 

Step 5: Extreme situation handling and image enhancement 

In response to extreme situations where the Faster R-CNN 
model cannot accurately detect, methods such as superpixel 

saliency screening are used for supplementary detection, and 
HSI color space enhancement is applied to the detected saliency 
target images to improve image clarity and visual effects. 

Step 6: Result analysis and optimization 

Conduct a comprehensive analysis of the experimental 
results, evaluate the advantages and disadvantages of the model, 
and further optimize the model based on the analysis results to 
improve detection performance and robustness. 

In the test set, 1 frame image is selected to perform the target 
detection experiment using the trained network, and the 
detection results are plotted as shown in Fig. 5. And compare 
these detection results with the detection results of the 
chromatography-mass spectrometry method in study [4] and the 
joint transform correlator method in study [5], which are shown 
in Fig. 6 and Fig. 7. The red boxes are the correct targets, the 
yellow circles are the false detection, and the blue boxes are the 
missed detection. 

 

Fig. 5. Detection results of the proposed method. 

 

Fig. 6. Test results by chromatography-mass spectrometry. 
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Fig. 7. Detection results of the joint transform correlator method. 

From Fig. 5, it can be seen clearly that the method in this 
study successfully detects all targets, except one missing 
detection and two false detections. This result shows that the 
method in this study has high accuracy and reliability in the 
detection of salient targets of UAV video reconnaissance 
images. Through the analysis of the results, it can be seen that 
the method in this paper provides an effective way for the 
accurate detection of salient targets, with high feasibility and 
significant effectiveness. In contrast, there are five missed and 
four false detections in the detection results of the 
chromatography-mass spectrometry method shown in Fig. 6. 
This data is significantly higher than the data of the method in 
this paper, indicating that the effect of the method of 
chromatography-mass spectrometry in target detection is not 
ideal. The detection results of the joint transform correlator 
method in Fig. 7 are even more disappointing, with 8 missed and 
6 false detections. This result shows the shortcomings of the 
method of joint transform correlator in multi-target detection. In 
conclusion, by comparing the target detection effect of the three 
methods, it can be seen that the method in this paper has high 
accuracy and low false detection rate in multi-target detection, 
and can play an important role in UAV video reconnaissance. 

To verify the performance of the salient target detection 
method in this paper, 1 frame of image is selected in the test set 
for the experiment. Also compare the result with the 
experimental result of the chromatography-mass spectrometry 
method and the joint transform correlator method, as shown in 
Fig. 8 to Fig. 11. 

Fig. 8 shows a scene with multiple targets and a complex 
background, increasing the difficulty of target detection. By 
comparing the detection results in Fig. 9, Fig. 10, Fig. 11, and 
Fig. 8, the advantages of this method in dealing with such 
complex scenes are evident. In the detection result of this 
method, salient targets are detected, and there is no false 
detection or missed detection. On the contrary, both the 
chromatography-mass spectrometry method and the joint 
transform correlator method have problems in processing Fig. 8. 
There are three missed detections in the detection of salient 
targets by the chromatography-mass spectrometry method, and 

the detected targets are not clear, which has the problem of 
shadow occlusion. The detection effect of the joint transform 
correlator method is worse. There are not only five missed 
detections but also the green belt in the middle of the road has 
been detected. In addition, the detected target is accompanied by 
obvious shadows, which makes the target unclear. By 
conducting a comparative analysis, it is concluded that the 
method in this study can detect salient targets more accurately 
and clearly, which proves the effectiveness of this method in 
complex scenes. 

The frame images in the test set are selected for the image 
enhancement experiment. Compared with the joint transform 
correlator method and the chromatography-mass spectrometry 
method, the original plots and the experimental results of the 
three methods are shown in Fig. 12 to Fig. 15. 

 

Fig. 8. Original drawing. 

 

Fig. 9. Result of salient target detection of the proposed method. 
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Fig. 10. Result of salient target detection by chromatography-mass 

spectrometry. 

 

Fig. 11. Result of the salient target detection by joint transform correlator. 

 

Fig. 12. Original drawing. 

 

Fig. 13. Enhancement effect of the proposed method. 

 

Fig. 14. Enhancement effect of joint transform correlator. 

 

Fig. 15. Enhancement effect of chromatography-mass spectrometry method. 
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By comparing Fig. 13 and Fig. 12, the advantages of this 
method in image enhancement are apparent. The original image 
in Fig. 12 is slightly fuzzy and the details are not clear enough, 
but after the enhancement processing of this method, the image 
in Fig. 13 becomes very clear and the details are presented 
vividly. More importantly, the color of the enhanced image is 
soft, which is closer to the visual effect of the real scene, 
providing a good basis for subsequent tasks such as target 
detection. In contrast, although the joint transform correlator 
method in Fig. 14 has some effect of enhancement, the color is 
too bright, even some dazzling, giving a sense of unnatural. This 
kind of too-bright color will cover up some important details, 
causing trouble for subsequent tasks. The chromatography-mass 
spectrometry method in Fig. 15 has insufficient effect of 
enhancement. The overall image is dark and some details are not 
clear enough. Such an enhancement effect will make subsequent 
tasks such as target detection more difficult. In conclusion, the 
method in this paper performs well in the enhancement of UAV 
video reconnaissance images. It can not only significantly 
improve the image clarity, but also maintain the authenticity and 
softness of colors. The enhancement effect has a positive role in 
promoting the detection of salient targets. 

To further validate the object detection performance of the 
proposed method, the detection performance of the three 
methods was compared using accuracy, recall, F1 score, and 
average detection time as objective indicators. The results are 
shown in Table III. 

TABLE III. UAV CONFIGURATION TABLE 

Method Precision Recall 
F1 

Score 

Average 

detection time 

(seconds) 

Chromatography-

mass Spectrometry 

Method 

0.75 0.68 0.71 5.2 

Joint Transform 

Correlator 
0.80 0.72 0.76 4.8 

Proposed Method 0.90 0.85 0.87 0.3 

According to Table III, the chromatography-mass 
spectrometry method shows relatively low accuracy and recall, 
with values of 0.75 and 0.68, respectively. This indicates that the 
method has certain errors in distinguishing significant and non-
significant targets, and may miss some targets. The joint 
transformation correlator method has improved in accuracy and 
recall, reaching 0.80 and 0.72 respectively, demonstrating better 
object detection capability. The method proposed in this paper 
performs well in both accuracy and recall, reaching 0.90 and 
0.85 respectively, significantly higher than the other two 
methods, indicating that this method can more accurately 
identify and detect significant targets. The F1 score of proposed 
method reached 0.87, which is much higher than that of the 
chromatography-mass spectrometry method (0.71) and the 
combined transform correlation method (0.76), further verifying 
the superiority of the proposed method. In terms of detection 
speed, the method proposed in this paper demonstrates 
significant advantages, with an average detection time of only 
0.3 seconds, far lower than the chromatography-mass 
spectrometry method (5.2 seconds) and the combined transform 
correlation method (4.8 seconds). This indicates that the method 
proposed in this paper has higher real-time performance in 

processing drone video reconnaissance images. In summary, the 
CNN based method for detecting salient objects in unmanned 
aerial vehicle (UAV) video reconnaissance images proposed in 
this paper outperforms the compared methods in terms of 
accuracy, recall, F1 score, and detection speed. The 
experimental results show that the method proposed in this paper 
can accurately and efficiently detect salient targets in drone 
video reconnaissance images, which is of great significance for 
improving the efficiency and accuracy of reconnaissance work. 

IV. CONCLUSION 

With the popularization of UAV technology, the application 
of UAVs in the field of video reconnaissance is more and more 
extensive. However, the images taken by UAVs are often 
affected by factors such as illumination variation, camera angles, 
etc., which brings certain difficulties to target detection. To 
solve the problem, this study proposes a CNN-based salient 
target detection method for UAV video reconnaissance images. 
According to Faster R-CNN, the salient target detection of UAV 
video reconnaissance images is realized. For the salient target 
that cannot be detected in extreme cases, the detection is 
completed using the salient target calculation method of this 
paper. To make the detection effect better, the salient target 
enhancement algorithm is set to complete the salient target 
detection of UAV video reconnaissance image. Through 
experimental verification, the method of this paper has high 
accuracy and low false detection rate, can detect salient targets 
more accurately and clearly, and performs well in the 
enhancement of UAV video reconnaissance images. However, 
the effectiveness of this method largely depends on the quality 
and diversity of the training dataset. If the training dataset cannot 
fully cover various complex scenarios that may be encountered 
in practical applications, the generalization ability of the model 
may be limited. In addition, image differences under different 
drone platforms and shooting conditions may also affect the 
detection performance of the model. Therefore, in the future, 
addressing this issue will be the focus. 
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