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Abstract—Text classification plays a pivotal role in natural 

language processing, enabling applications such as product 

categorization, sentiment analysis, spam detection, and document 

organization. Traditional methods, including bag-of-words and 

TF-IDF, often lead to high-dimensional feature spaces, increasing 

computational complexity and susceptibility to overfitting. This 

study introduces a novel Feature Substitution technique using 

Latent Dirichlet Allocation (FS-LDA), which enhances text 

representation by replacing non-overlapping high-probability 

topic words. FS-LDA effectively reduces dimensionality while 

retaining essential semantic features, optimizing classification 

accuracy and efficiency. Experimental evaluations on five e-

commerce datasets and an SMS spam dataset demonstrated that 

FS-LDA, combined with Hidden Markov Models (HMMs), 

achieved up to 95% classification accuracy in binary tasks and 

significant improvements in macro and weighted F1-scores for 

multiclass tasks. The innovative approach lies in FS-LDA's ability 

to seamlessly integrate dimensionality reduction with feature 

substitution, while its predictive advantage is demonstrated 

through consistent performance enhancement across diverse 

datasets. Future work will explore its application to other 

classification models and domains, such as social media analysis 

and medical document categorization, to further validate its 

scalability and robustness. 
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I. INTRODUCTION 

The exponential growth of online content has transformed 
digital platforms into key sources for global information 
acquisition and dissemination. With the rise of unstructured text 
data from these platforms, there is an increasing need for 
efficient techniques to analyze and manage large-scale text 
data, which often surpasses numeric data in volume and 
complexity [1], [2]. Text mining has emerged as a crucial tool 
for processing unstructured data, supporting decision-making 
through tasks like classification, clustering, summarization, 
association rule mining, and topic detection [2]. Among these 
tasks, text classification plays a vital role in organizing diverse 
textual data, including e-commerce products, tweets, news 
articles, and customer reviews, into structured groups [3]. This 
process has been widely adopted in various fields, such as 
product categorization [4], [5], sentiment analysis [6], spam 
detection [7], news classification [8], and medical document 
classification [9]. 

Effective text classification relies on noise-free features that 
capture the essential semantic meaning of the data [2]. 
However, large-scale text corpora are often high-dimensional, 
posing challenges for computational efficiency and model 
accuracy. Input data preparation, particularly through pre-
processing, feature extraction, and feature selection, is essential 
to ensure the performance of classification models [10]. Pre-
processing techniques, such as tokenization, stop-word 
removal, and stemming, reduce the data's complexity and 
improve model accuracy by eliminating noise. Feature 
extraction creates a compact feature space by transforming the 
original data, while feature selection identifies a subset of 
relevant features that distinguish different categories [11]. 
These techniques have a profound impact on model accuracy 
and efficiency but often struggle with the high dimensionality 
inherent in text data [12]. 

Traditional dimensionality reduction methods, such as k-
means clustering [13], two-stage feature selection [14], and 
hybrid approaches combining ReliefF and principal component 
analysis [15], aim to address these challenges. However, these 
methods may not fully integrate semantic context into the 
feature representation, limiting their impact on classification 
performance. To address these limitations, this study introduces 
Feature Substitution using Latent Dirichlet Allocation (FS-
LDA), a novel technique that combines dimensionality 
reduction with semantic feature grouping. 

FS-LDA leverages the topic modeling capabilities of Latent 
Dirichlet Allocation (LDA) to group and substitute high-
probability topic words into unified representations, reducing 
dimensionality while preserving meaningful textual features 
[16]. Unlike feature selection, which eliminates irrelevant 
features, FS-LDA substitutes related features based on topic 
modeling, enhancing the representation of the data for 
classification tasks. A new term called feature substitution is 
introduced mainly to replace related features according to 
defined groups from a topic modelling technique. Previous 
studies have demonstrated the effectiveness of LDA in 
dimensionality reduction and topic clustering, but its 
application in feature substitution remains unexplored [16]. By 
integrating FS-LDA into the pre-processing phase, this study 
seeks to evaluate its effectiveness in improving classification 
accuracy and efficiency across various datasets. 

The FS-LDA technique offers a significant advantage by 
reducing feature complexity while maintaining the semantic 
integrity of the data. This novel approach simplifies input data 
preparation and enhances the performance of classification 
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models, as demonstrated through experiments in this study. The 
findings highlight FS-LDA's potential as a scalable, efficient, 
and effective method for text classification tasks in real-world 
applications. 

II. LITERATURE REVIEW 

The current technological advancement and new research 
on machine learning over the years contribute tools to deal with 
a high volume of documents using algorithms that extract 
information from their original texts. One possible approach to 
simplify high-volume data is to apply some form of 
dimensionality reduction. Methods like feature extraction and 
feature selection offer distinct benefits; feature extraction 
transforms the original data into a compact feature space, while 
feature selection retains only the most relevant features, 
potentially improving model efficiency. Commonly, 
researchers used n-grams models such as unigram, bigram, and 
trigram to extract features. Linguistic pattern methods, 
statistical methods, or a combination of both can enhance the 
extraction process. Hybridization between a linguistic approach 
and a statistical method efficiently provides reliable features 
while improving accuracy, especially in classifying Arabic text 
[17]. 

Meanwhile, some researchers preferred to enhance the 
feature selection technique used in their study to improve 
classification rates. For instance, previous researchers used 
collaborative feature-weighted multi-view fuzzy c-means 
clustering [18] and hybrid binary grey wolf with harris hawks 
optimizer [19]. The utilization of both techniques accordingly 
provides a better data pre-processing process. However, these 
methods often lack a semantic perspective, which is addressed 
by techniques like Latent Dirichlet Allocation (LDA). Over the 
years, LDA has been widely used to explore features using a 
hidden topic analysis [20]. It is known as a classical statistical 
model for topic mining in natural language processing, and it 
was proposed by Blei et al. [21]. This model discovers various 
topics in many documents and builds to model text data subject 
information. Many domain retrievals involving machine 
learning models applied the LDA model to help deal with text-
related problems [22]. Besides the LDA model, researchers 
often used another topic modelling approach, Latent Semantic 
Analysis (LSA) [23]. The model’s weaknesses are its 
dependency on annotated training data and its tendency to 
overfit. Hence, LDA is often preferred over LSA due to its 
ability to handle sparse data and its probabilistic nature, which 
provides a more robust representation of text semantics. This 
advantage aligns with the study's objective to enhance text 
classification through semantically enriched feature 
substitution. 

The LDA structure resembles the probabilistic variation of 
LSA known as Probabilistic Latent Semantic Analysis (PLSA) 
[24]. While LDA and its predecessor, Probabilistic Latent 
Semantic Analysis (PLSA), share probabilistic foundations, 
LDA’s use of Dirichlet priors enables better generalization for 
unseen documents, addressing a critical limitation of PLSA and 
advancing its utility in text classification tasks [24]. The model 
learns a distribution over the topic for each document in 
training, but it is only applicable for training sets with the 
known topic distribution. The model cannot generate topics 

from previously unseen documents. Meanwhile, the LDA 
model learns topic distribution as a random parameter vector 
and models based on Dirichlet prior. Researchers use 
symmetric Dirichlet distribution involving a similar value for 
all parameters in the LDA. The derivation methods commonly 
acquire the distributions are a variational inference [17] and 
Gibbs sampling [25]. 

Previous studies have successfully proved the efficiency 
and benefits of practicing this model. From the beginning, Blei 
et al. [21] discovered that LDA slightly decreases text 
classification performance but improves overall efficiency 
because of its dimensionality reduction characteristic. 
Researchers invented an LDA-based model known as Dual 
Latent Dirichlet Allocation (DLDA) to extract topics for short 
texts with knowledge obtained from long text data [26]. The 
improved model utilizes two sets of LDA topics where “target” 
and “auxiliary” represent short and long texts. The DLDA 
model performs better than the LDA model, primarily in 
clustering short text data based on entropy, purity and 
normalized mutual information as the evaluation criterion. 

A previous study can merge the document’s representation 
based on the LDA by applying labels to enhance text classifier 
performances [27]. The modified LDA works as a semi-
supervised learning model where the model includes partial 
expert knowledge at word and document levels. There is 
accuracy rate improvisation as more documents are labelled. 
The modified LDA is feasible for real-world applications with 
many unlabeled data with few labelled data for training 
purposes. On the other hand, Cheng et al. [28] combine the idea 
of using the LDA and word co-occurrence patterns in the corpus 
to detect topics for a document. It addresses co-occurrence, 
such as bi-term individually as a semantic unit representing a 
single topic for recognizing the words most likely to be 
together. The LDA with word co-occurrence patterns 
combination improves the topic selection consistency for each 
document. 

A study also merged the LDA with clustering through a 
Self-Aggregation based topic model (SATM) [29]. The 
proposed model helps detect relevant topics in short text data. 
A Multi-CoTraining (MCT) system implementation through 
LDA combination with Term Frequency-Inverse Document 
Frequency (TF-IDF) and Doc2Vec provides various feature 
sets for document classification [30]. The proposed model is 
robust when dealing with parameter changes. The performance 
of MCT is superior compared to other benchmark methods. 
Instead of using Doc2Vec, another study presents the 
combination of Word2Vec as the word embedding technique 
with the LDA [31]. The experimental result shows the proposed 
model outperforms the basic LDA. It can solve problems 
created by a Bag-of-Word (BOW) model related to high 
dimensionality and sparsity data. 

An automatic text mining framework based on the LDA is 
proposed in the financial sector to analyze texts as financial 
disclosures from firms [32]. The topic model aims to find a 
firm’s strengths and weaknesses through business units, 
activities, and processes depending on its risk. The proposed 
framework helps to improve the existing business management 
tools regardless of any business level. The LDA is also an 
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alternative representation model for BOW because it reduces 
the feature numbers for text classification [33]. The WEKA 
package has included the framework to provide a feasible 
option for other researchers to select features from their data 
sets. 

LDA is used as a feature selection technique in Celard et al. 
[33] to create a new text representation model utilizing the 
probability of a document belonging to each topic. However, 
the probability is not yet used to substitute existing features 
extracted from classic representation models such as unigram 
and bigram models. The utilization of LDA topics in the feature 
selection process can greatly reduce the input data 
dimensionality while improving the classification model 
performance. Hence, this study’s main objective is to assess the 
LDA model’s efficiency in text classification as a feature 
substitution technique. 

III. METHODOLOGY 

This section briefly describes the proposed framework used 
in this study. The detailed description of the feature substitution 
technique provides a better understanding of the proposed 
technique for data preparation related to features. This study 
used HMM as the text classification model. 

A. Proposed Framework 

The study involves several steps before classifying the data, 
as shown in Fig. 1. The typical steps are data extraction, data 
pre-processing, feature extraction, and feature selection. These 
are the necessary steps in data preparation related to text 
classification. After data extraction, three pre-processing 
involve tokenization, stop word removal, and stemming [34]. 
Data pre-processing is vital to ensure the data is standardized 
and in proper form. The standardized way is achieved after 
applying the three pre-processing steps, where each observation 
is tokenized into words at first. Then, stop words are removed 
from the word list, and the remaining words are stemmed to 
ensure the words follow the root word forms. 

Feature extraction and selection are essential to ensure the 
data are well transformed into significant and functional 
features before performing the classification process [35]. The 
choice of features may affect the classification model accuracy. 
Thus, the study compares two feature representation models, 
i.e., unigram and bigram, to observe their effect on 
classification performance. The feature selection used in the 
study was the filter method known as correlation-based feature 
selection (CFS). The study also compares the classification 
model before and after applying the proposed feature 
substitution technique. Then, the chosen features are used as 
inputs to perform the classification model. All the input data 
preparation steps were computed using R-Programming 
software. The classification step is done using Python 
programming software. 

 

Fig. 1. Proposed study framework. 

B. Feature Substitution using Latent Dirichlet Allocation 

All the steps involved are standard procedures in text 
classification before training the classifier, except for applying 
the LDA model to perform the feature substitution. It is a 
generative probabilistic model of a document collection [15]. 
LDA searches for these latent semantic topics in the corpus 
[35], and it considers each document as a topic collection where 
each topic is a keyword collection. The topics are a collection 
of dominant keywords. These topics express an approach to 
quantitatively describe the document and describe the 
document content [36]. The critical factors in obtaining 
adequate keyword segregations are the text processing quality, 
topic diversity in the text, algorithm selection, and algorithm 
tuning. 

The LDA algorithm input is basic units of discrete data, i.e., 
words in the text documents. The output of the LDA algorithm 
is a set of topics. For instance, each document’s category 
belongs to an extensive collection of words, and documents can 
be observed by checking the words’ occurrence in the 
documents. However, this method is costly and inefficient. 
Instead of checking every word in the document, another layer 
is initiated with a set of topics. The collection of words is 
mapped to the topics, and the topics are mapped to the 
documents. Hence, this action will reduce costs while 
increasing efficiency. 

The study used LDA to group and substitute the features 
before applying the classification model. This model involves a 
generative process assuming that documents consist of a 
mixture of topics. Then, words from the typical vocabulary of 
each selected topic are drawn from each document. In the study, 
the document in topic modelling is represented by observation. 
Accordingly, LDA assumes that observations are described as 
a bag of words in a unigram or bigram model with different 
topics in different proportions. The pseudocode for the 
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proposed feature substitution technique using the LDA is 
shown in Algorithm 1. 

Algorithm 1: Feature Substitution Technique using LDA 

Initialize  

𝑂: Observations in the dataset 

𝑂0: The first observation 

𝑇: Topics in the observation 

𝑊: Word in the observation 

𝑃: Percentage of the highest probabilities in a topic 

 
Compute  

Assign each 𝑊 in 𝑂0 a topic 𝑇 

 
While (observation remain) do 

 For each 𝑊 in 𝑂0 do 

 Assume the assigned topic 𝑇 is wrong. 

Assume the assigned topic 𝑇 for other W in 𝑂0 is correct. 

  Update and analyze 

    Calculate the probabilities to assign a topic 𝑇 
based on: 
Number of topics in the document. 

Number of times the same topic is 

assigned to the word across all document. 

 
 End  End 

Repeat the process for all 𝑂 

Remove overlap words with percentage P in all T 

 For each T 

 Assign a new topic name to W 

 End 
 

The calculation involves in LDA is to obtain the probability 
of words belonging to a topic where the procedure starts with 
randomly assigning each word in the observation 𝑂 to one of 𝑇 
topics. Then, the required probabilities of each word, 𝑊 can be 
computed after assuming the randomly assigned topic for that 
particular word is wrong. The computation of the first 
probability involves the proportion of words in observation 𝑂 
that are assigned to the topic 𝑇. This action is to observe how 
many words belong to the topic 𝑇 for a given observation 𝑂 
excluding the current word 𝑊. If many words from observation 
𝑂 belongs to topic 𝑇 it is more probable word 𝑊 belongs to 
topic 𝑇. 

The second probability involves the proportion of 
assignments to topic 𝑇 out of all documents derived from the 
word 𝑊. This action is to observe how many observations are 
in topic 𝑇 because of the word 𝑊. LDA represents documents 
as a collection of topics. A topic is also a collection of words. 
If a word has a high likelihood of appearing in a topic, all 
observations containing 𝑊  will also be more strongly 
correlated with 𝑇. Similarly, if 𝑊 is not very likely to be in 𝑇, 
documents including 𝑊  will have a very low likelihood of 
being in 𝑇, because the rest of the words in 𝑂 will belong to a 
different topic, giving 𝑂 a higher probability for other topics. 
Even if 𝑊  is added to 𝑇 , it will not bring many of these 
observations to 𝑇. The probability that a 𝑊 in observation 𝑂 
belongs to topic 𝑇 is stated in Eq. (1). 

𝑃(𝑇 | 𝑊, 𝑂) =
𝑚 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑊 𝑖𝑛 𝑡𝑜𝑝𝑖𝑐 𝑇+𝛽

𝑡𝑜𝑡𝑎𝑙 𝑡𝑜𝑘𝑒𝑛𝑠 𝑖𝑛 𝑇+𝛽
 (1) 

𝑚 represents the words in 𝑂 that belong to 𝑇, adjusted by 
the hyperparameter 𝛼. The parameter 𝛼 controls how topics are 
distributed in a document: a smaller 𝛼  focuses the document 
on fewer topics, while a larger 𝛼  mixes more topics evenly. 
Similarly, 𝛽 manages the distribution of words within topics. A 
smaller 𝛽  emphasizes a few dominant words, making topics 
more distinct, while a larger 𝛽   spreads probabilities across 
many words, resulting in broader topics. Although each topic 
technically includes all words in the vocabulary, the most 
probable words define the topic, making it both meaningful and 
flexible. 

After evaluating each word’s probability belonging to 
different topics based on the LDA model, the subsequent action 
is to substitute the non-overlap words with high probability in 
each topic. According to the LDA model analysis, these words 
become homogeneous by assigning the same name to represent 
the group of words that most probably belong to the topic. For 
example, Fig. 2 shows that Observation 1 is only about Topic 
1. 

In contrast, Observation 2 is a mix of Topic 1 and 2 because 
one of the words, “banana”, has a higher probability value in 
Topic 1 than in Topic 2. Specifically, each topic is represented 
as a probability distribution over a controlled vocabulary. 
Usually, all the words appear in the observation collection. In 
the example, Topic 1 has words such as “fresh” (3.41%), 
“drink” (2.35%), and “juice” (1.99%). Meanwhile, Topic 2 has 
words such as "biscuit" (2.73%), "mix" (2.21%), and "apple" 
(1.86%). These words are the three highest probabilities in each 
topic. Given this information, Topic 1 can be labeled as “drink” 
and Topic 2 as “food”. Consequently, Observation 1 is purely 
about “drink”, while Observation 2 is a mix of the “drink” and 
the “food” topics. The only observable variable is words from 
the observations, whereas all other variables, such as the topic 
distributions for each document and the word distributions for 
each topic, are hidden. Hence, LDA aims to infer these hidden 
distributions, given the observed words per observation. 

 

Fig. 2. Proposed feature substitution technique for input data preparation in 

text classification. 
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After applying LDA, each topic is represented by words 
with specific probabilities of belonging to that topic. The 
feature substitution technique replaces high-probability, non-
overlapping words from each topic with a single constant term, 
such as “Topic1” or “Topic2,” ensuring that the selected words 
uniquely represent their topic. The study tested this substitution 
at different levels (10%, 20%, 30%, 40%, and 50% of the top 
words per topic). Fig. 3 illustrates how this technique represents 
data before applying the classification model, along with 
examples from a sample dataset. 

 

Fig. 3. Sample text representation with proposed feature substitution 

technique before applying classification model. 

C. Classification 

A Hidden Markov Model (HMM) is often applied to text 
classification as a supervised learning task. The application of 
HMM can be seen through various study areas related to text 
and language processing applications, e.g., text classification 
[37], text discretization [38], and information extraction [35]. 
The input data used for the supervised learning model is a 
corpus of words labeled with the correct category. Table I 
shows the components that specify an HMM. 

TABLE I.  HIDDEN MARKOV MODEL COMPONENTS 

Symbol Component Description 

𝑄 𝑞1𝑞2. . . 𝑞𝑁 A set of 𝑁 states 

𝐴 𝑎11. . . 𝑎𝑖𝑗 . . . 𝑎𝑁𝑁 

A transition probability matrix 𝐴, each 

𝑎𝑖𝑗represents the moving probability from 

state 𝑖 to state 𝑗 

𝑜 1 2 T
...oo o  

A sequence of 𝑇observations, each one is 

drawn from a vocabulary 𝑉 = 𝑣1, 𝑣2, . . . , 𝑣𝑣 

𝐵 t
(o )

i
b  

A sequence of observation likelihoods, also 
called emission probabilities, each 

expressing the probability of an observation 

𝑜𝑡being generated from a state 𝑖 

𝜋 𝜋1𝜋2. . . 𝜋𝑁 

An initial probability distribution over 

states. 𝜋𝑖 is the probability that the Markov 

chain will start in the state 𝑖 

HMM's decoding problem is finding the optimal state 
sequence given the observation sequence and the trained HMM. 
The Viterbi algorithm is commonly applied to find the most 
likely hidden state sequence based on every word sequence 
input. There are given the observation sequence for test data 
{𝑜𝑡}𝑡=1

𝑁 and trained HMM with parameters 𝜆 = (𝜋, 𝐴, 𝐵) to find 
the most likely sequence. The formula is presented in Eq. (2). 

 𝑎𝑟𝑔𝑚𝑎𝑥
{𝑞𝑡}𝑡=1

𝑁
 𝑝({𝑞𝑡}𝑡=1

𝑁 |{𝑜𝑡}𝑡=1
𝑁 )  (2) 

The optimal hidden state sequence is produced for each 
word sequence of the test data using the Viterbi decoding 
algorithm. The prediction of the text data is based on the 
majority role, i.e., a product will be labeled as the drink 
category if the optimal hidden state sequence has more drink 
features than food features. Otherwise, the product is marked 
under the food category. 

IV. DATASETS 

This study utilizes two different text data to evaluate 
classification models' performance. The first data involves five 
e-commerce product data, which these datasets are crawled 
from an e-commerce website. Department of Statistics 
Malaysia (DOSM) has collected product information from one 
of the primary online store websites through the STATSBDA 
project known as Price Intelligence (PI) using its prototype web 
scraper. Another dataset is retrieved from the UCI repository. 
Table II presents a summary of all the datasets used in the study. 

TABLE II.  SUMMARY OF DATASETS 

Data 

Name 

Data 

Description 

Class 

Number 

Class Name 

(Instance Number per Class) 

Instance 

Number 

ECD01 
E-Commerce 

pets products 
2 

food (265) and care & accessories 

(45) 
310 

ECD02 
E-Commerce 
non-food 

products 

2 
cooking & dining (407) and party 

accessories (80) 
487 

ECD03 
E-Commerce 
frozen food 

products 

5 
frozen food (291), yoghurt (162), 
ice cream (147), cheese (85), and 

juices (87) 

772 

ECD04 

E-Commerce 

household 
products 

6 

laundry (370), air freshener (297), 
household kitchen cleaner (181), 

sundries (158), light bulbs (100), 

and toilet cleaner (100) 

1206 

ECD05 

E-Commerce 

grocery 
products 

14 

cooking ingredients (677), 
chocolates & sweets (594), 

biscuits & cakes (491), snacks 

(440), sauces & dressings (364), 
canned food (331), pasta & instant 

noodles (294), baking (269), jam 

(220), cereals (208), dry 
condiments (206), sugar & flour 

(176), rice (138), and cooking oil 

(130) 

4538 

SPAM 

SMS spam 

collection 

data set 

2 ham (4827) and spam (747) 5574 

A. Dataset’s Characteristics 

Each dataset's characteristics can be seen through its data 
distribution. Text length, word count, and class distribution can 
describe the data. The detailed characteristics are shown in Fig. 
4 for each data set correspondingly. In class distribution for e-
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commerce product datasets, ECD01 and ECD02 fall under 
binary classification problems. However, these two datasets 
have different text characteristics, as shown in Fig. 4. There are 
two dominant features in the ECD01 dataset, i.e., “food” and 
“cat”. Other features seem to have not much different frequent 
existences in the dataset compared to these two features. 
Meanwhile, there are six dominant features in ECD02, whereas 
other features are far less number of occurrences in the dataset. 
The variation of dominant features may affect a classification 
model, especially when using HMM because the parameter 
estimation is based on feature occurrences. 

Three e-commerce product datasets, i.e., ECD03, ECD04, 
and ECD05, belong to multiclass classification problems. 
Usually, datasets with a higher number of classes tend to have 
a much lower classification model performance because of 
increased data complexity. ECD03 has a higher number of 
dominant features than the other two datasets. When a dataset 
has less prevalent features, such as features in ECD04, there is 
a tendency that is performing the proposed feature selection 
technique may not significantly reduce the number of features 
while improving the model performance. The reason is that the 
proposed model recognizes a group of features to be combined 
as one topic where the features must not belong to any pre-
defined classes. The relatively similar number of occurrences 
for each feature in the dataset may emphasize that the features 
may have equal weight pertaining to any hidden topic created 
to reduce the features. Hence, there is an assumption that any 
dataset with a high number of dominant features may be 
beneficial for using the proposed feature substitution technique. 

The text length plots represent the product description 
distributions for ECD01, ECD02, and ECD04, are appear to 
have an approximately normal distribution. Meanwhile, 
ECD03 and ECD05 have shorter product description lengths as 
their distribution is right-skewed. Typically, the term frequency 
distribution is based on the number of times a feature appears 
in a dataset divided by the total number of features in that 
dataset. Both axes are plotted on logarithmic scales in the term 
frequency distribution plot because the frequency of the most 

frequent features is much higher than the frequency of the long 
tail of infrequent features that a figure of this size without a 
logarithmic transformation would look like the letter L. 

The frequency distribution plots for all e-commerce product 
datasets illustrated the frequency curve decreases very steeply 
from the extremely high values corresponding to the most 
frequent features. They become progressively flattered until 
they reach an extensive level corresponding to the ranks 
assigned the tail of words occurring once. The same skewed 
shape is not specific to the datasets used in this study. Still, it 
often emerges in natural language texts, independently of 
tokenization or type mapping method, size, language, and 
textual typology [39]. The only difference is that the variation 
of inflected forms can be seen from the frequency distribution 
plots. Even though the overall pattern is the same, the number 
of very low-frequency forms in the three datasets, i.e. ECD01, 
ECD02, and ECD03, is lower than in the other two datasets. 

The ordinary skewed structure of word frequency 
distributions was first comprehensively studied by Zipf [40]. 
The utilization of various datasets leads to frequency’s 
nonlinearly decreasing rank function. Theoretically, the high 
ranks fall more sharply than the low ranks. Fitting a straight line 
to the log-log curves is commonly rational and practicable. Fig. 
5 visualizes the frequency distribution plot for each dataset 
according to Zipf’s law. The plots are generally not perfectly 
fitted, especially at the edges. The curve's right edges represent 
features among the highest ranks with the lowest frequencies. 
The inconsistent patterns are because the increasingly more 
comprehensive horizontal lines, in accord with the rare words, 
are assigned different ranks but have the same frequency. The 
results may happen due to fitting a model consisting of many 
words with very near-continuous frequencies to an empirical 
curve, originally a discrete step function for high ranks. 

Meanwhile, the left plot’s curved edges represent features 
among low ranks with high frequencies. Each plot portrayed a 
different degree of downward curves. 
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Fig. 4. Text characteristics and feature term distribution according to (a) 15 Top features, (b) Text length plot, (c) Term frequency distribution plot, and (d) 

Zipf’s law distribution plot. 

However, the curve falling under the fitted lines depicted 
features with high frequencies tend to be lower than predicted 
by their rank relative to Zipf’s law. Natural language text 
distributions typically have similar overall patterns of a few 
very high-frequency types and long tails of infrequent words. 
The difference can be spotted through detailed observation of 
specific inconsistent parts in a frequency distribution plot. For 

example, ECD01 and ECD02 may imply the same frequency 
distribution plot, but according to Zipf’s law, the distribution 
varies, especially in explaining the features among low ranks 
with high frequencies. Hence, each e-commerce product dataset 
implied typical text distributions, yet they may encounter 
different classification performance results. 
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On the other hand, there is a noticeable difference between 
text characteristics for the SPAM dataset and e-commerce 
product datasets. The former dataset showed a right-skewed 
text length distribution because messages have longer texts than 
e-commerce product descriptions. Meanwhile, the frequency 
distribution plot illustrated that the frequency curve decreased 
more steeply and quickly flattered than frequency distribution 
plots for e-commerce product datasets. This pattern implied that 
many features in the dataset might not be frequently used. Some 
of the features only occurred once when processing text from 
messages. 

In addition, Zipf’s law distribution plot for the SPAM 
dataset closely follows the fitted line. The model predicts a very 
rapid decrease in frequency among the most frequent words, 
which becomes slower as the rank grows, leaving very long 
tails of words with similar low frequencies. Contrary, e-
commerce product descriptions tend to utilize similar features 
across different categories and, at the same time, use particular 
features to describe products in a category. Hence, the text 
distributions for e-commerce products differed from the SPAM 
dataset. The study utilized both datasets to show the 
effectiveness of the proposed model. 

B. Feature Reduction 

Each dataset had been through all the pre-processing data 
procedures. Two feature extraction techniques, i.e., unigram 
and bigram, are used to extract the features. Then, the features 
from each set are selected using a correlation-based feature 
selection (CFS).  It is a well-known filter method widely used 
in previous studies [10]. The features were also chosen using 
feature substitution by Latent Dirichlet Allocation (FS-LDA) 
with 10%, 20%, 30%, 40%, and 50% of each class’s highest 
probability features. Table III shows the number of features 
used as the input data for HMM using different feature 
extraction techniques and feature substitution involvement in 
the model. 

TABLE III.  NUMBER OF FEATURES FOR EACH DATASET 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 304 250 194 202 220 224 

ECD02 461 383 301 275 325 345 

ECD03 656 497 508 524 529 561 

ECD04 941 919 914 901 887 860 

ECD05 2630 2054 2189 2310 2393 2443 

SPAM 5903 4788 3641 3210 3847 4171 

Bigram 

ECD01 734 702 639 638 653 656 

ECD02 1072 1027 962 921 961 943 

ECD03 1934 1864 1832 1781 1738 1788 

ECD04 2789 2781 2779 2772 2756 2659 

ECD05 10852 10554 10407 10333 10341 10246 

SPAM 30349 29299 27531 26624 27102 26981 

Fig. 5 and Fig. 6 show the number of features for some 
datasets does not decrease with the percentage increment of 
features from the highest probability in each class. The selected 
features to be substituted differ for each percentage where the 
overlap features are not replaced. The feature substitution by 
10% shows features decreasing regardless of any datasets used 

in the study. Then, the increment of 20% shows irregular 
patterns in unigram representation models. 

 

Fig. 5. Unigram feature reduction percentage for each dataset. 

 

Fig. 6. Bigram feature reduction percentage for each dataset. 

The feature number for ECD03 and ECD05 is greater than 
the feature number reduced by the 10% FS-LDA for each 
dataset. The irregular pattern for bigram models is only 
noticeable when the feature substitution by 30% is applied to 
the datasets. All datasets using the bigram model for feature 
extraction showed a lower performance increase than the 
unigram model. When using the bigram model, features 
extracted from a dataset become more specific, and each 
feature’s representativeness differs from the unigram model. 
The same feature occurrences decrease drastically with the 
increase of unique features through the Bigram model. The 
inclusion of various features with minimal occurrences leads to 
poor LDA estimation on features belonging to particularly one 
hidden topic. Hence, the feature reduction percentage becomes 
smaller than expected while not being able to increase the 
model performance efficiently. 

Nonetheless, using FS-LDA in preparation for classifying 
data using HMM did not jeopardize the model performance. 
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Regarding data reduction consistency, 10% of each topic’s 
highest probabilities of non-overlap words seems like a good 
percentage to be used in general. However, the feature sets’ 
performance was analyzed to prove that the proposed model is 
useful for reducing data dimensionality while improving a 
classifier’s accuracy. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

This section presents the results of the experiments 
conducted and discusses the findings in the context of the 
proposed framework. The analysis evaluates the effectiveness 
of the feature substitution technique using FS-LDA in reducing 
dimensionality and its impact on text classification 
performance. 

A. Feature Reduction 

This study utilized two performance measurements, namely 
macro F1-score and weighted F1-score. The micro F1-score is 
not used in the study because all classification decisions in the 
dataset are considered without class discrimination when using 
this approach. Contrary, the macro F1-score is computed for 
each class within the dataset. Its average score calculation is 
based on the overall classes. In this way, class distributions in 
the training set are disregarded, and equal weight is assigned to 
each class. The formulas are presented in Eq. (3) - Eq. (7). S is 
the set of classes or states, TP is the number of true positives, 
TN is the number of true negatives, FP is the number of false 
positives, and FN is the number of false negatives. 

Meanwhile, the weighted F1-score is represented because 
this approach considers class imbalance [1]. Hence, the study 
observed the difference when the average score calculation for 
macro F1-score is based on each class’s weight. The formula 
for the weighted F1-score is presented in Eq. (8). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑠 =  
𝑇𝑃𝑠+𝑇𝑁𝑠

𝑇𝑃𝑠+𝐹𝑃𝑠+𝑇𝑁𝑠+𝐹𝑁𝑠
  (3)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 =  
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑃𝑠
   (4)

𝑟𝑒𝑐𝑎𝑙𝑙𝑠 =  
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑁𝑠
   (5)

𝑓𝑠 = 2 ·
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠×𝑟𝑒𝑐𝑎𝑙𝑙𝑠

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠+𝑟𝑒𝑐𝑎𝑙𝑙𝑠)
   (6)

𝑚𝑎𝑐𝑟𝑜 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
∑ 𝑓𝑠𝑠∈𝑆

𝑠𝑖𝑧𝑒 (𝑑𝑎𝑡𝑎𝑠𝑒𝑡)
  (7) 

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
∑ 𝑓𝑠×𝑠𝑖𝑧𝑒(𝑠)𝑠∈𝑆

𝑠𝑖𝑧𝑒 (𝑑𝑎𝑡𝑎𝑠𝑒𝑡)
 (8) 

B. Results for E-Commerce Product Data 

The proposed model’s effectiveness (FS-LDA) was 
observed based on its performance in classifying five e-
commerce product data. The data involved binary and 
multiclass classification using HMM. Table IV presents the 
macro F1-scores for these datasets. According to the results, the 
unigram model application for extracting the features enhanced 
the HMM performance compared to the bigram model 
regardless of the feature substitution existence. The macro F1-

score for HMM with correlation-feature selection (CFS) 
seemed to increase when substituting 10% and 20% of the 
ECD01 and ECD04 data features with the unigram model. 
Meanwhile, the feature substitution worked the best when using 
10% FS-LDA for ECD02, ECD03, and ECD05 data with the 
unigram model. 

TABLE IV.  MACRO F1-SCORES FOR E-COMMERCE DATASETS USING 

HMM 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 0.6346 0.7866 0.7366 0.6947 0.6913 0.6531 

ECD02 0.8227 0.8695 0.8679 0.8632 0.8643 0.8437 

ECD03 0.6685 0.7402 0.7212 0.6733 0.6690 0.6469 

ECD04 0.6431 0.6454 0.6470 0.6449 0.6279 0.5994 

ECD05 0.5421 0.5935 0.5503 0.5259 0.5225 0.5097 

Bigram 

ECD01 0.4236 0.4650 0.4630 0.4306 0.4489 0.4560 

ECD02 0.4940 0.5038 0.4932 0.4928 0.4940 0.4940 

ECD03 0.2900 0.3663 0.3368 0.3573 0.3100 0.3412 

ECD04 0.2892 0.2902 0.2913 0.2909 0.2903 0.2985 

ECD05 0.2748 0.2856 0.2942 0.3022 0.2979 0.3053 

On the other hand, Table V shows the weighted F1-scores 
for e-commerce product data. Like the macro F1-scores results, 
HMM with the unigram model was preferable rather than the 
bigram model to extract features for classifying these data. The 
HMM model for each data was similar to results obtained using 
macro F1-scores. However, the only difference is that the 
weighted F1-scores produced higher scores than macro F1-
scores. A macro F1-score is most useful if there are many 
classes in the data and the researchers are interested in the 
average F1-score for each class. 

Meanwhile, weighted F1-scores are influenced by the 
proportion for each class in the dataset. The score works well 
for observing the dataset's classification performance for 
unequal classes. Even though this score provides an alternative 
score for imbalanced dataset performance, a large weighted F1-
score might be slightly misleading for a highly imbalanced 
dataset because the majority class overly influences it. 

For example, the macro F1-score for ECD02 using CFS and 
10% FS-LDA of the bigram HMM model was 0.5038 compared 
to the weighted F1-score value of 0.7805. The proportion of 
classes in Table II for ECD02 indicated that the dataset consists 
of 83.57% product descriptions for the cooking and dining 
category and only 16.43% product descriptions for party 
accessories. Hence, a noticeable difference in these two F1-
scores was due to a highly imbalanced dataset. The inclusion of 
both scores was to observe the impact of the imbalanced dataset 
towards F1-scores as most of the datasets in the study are 
imbalanced datasets. However, both scores are equally 
acceptable according to the final goals of the study. The 
proposed feature substitution technique improves HMM 
performance according to both macro and weighted F1-scores. 
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TABLE V.  WEIGHTED F1-SCORES FOR E-COMMERCE DATASETS USING 

HMM 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 0.7459 0.8764 0.8431 0.8016 0.8027 0.7729 

ECD02 0.9104 0.9327 0.9325 0.9294 0.9306 0.9210 

ECD03 0.6936 0.7729 0.7486 0.6927 0.6890 0.6664 

ECD04 0.6815 0.6817 0.6853 0.6807 0.6618 0.6425 

ECD05 0.5365 0.5892 0.5385 0.5109 0.5122 0.5049 

Bigram 

ECD01 0.4868 0.5427 0.4963 0.5411 0.5216 0.5312 

ECD02 0.7767 0.7805 0.7759 0.7756 0.7767 0.7767 

ECD03 0.2626 0.3474 0.3046 0.3313 0.2626 0.3186 

ECD04 0.3603 0.3621 0.3626 0.3623 0.3615 0.3748 

ECD05 0.2563 0.2684 0.2765 0.2839 0.2814 0.2874 

The percentage of feature substitution that worked best for 
each dataset differed due to their text characteristics and 
distributions. The results encountered two situations: the HMM 
model performance suddenly dropped at a certain percentage of 
FS-LDA, or the model performance did not show any 
promising result throughout the FS-LDA. For example, for 
situation one, the model performance for ECD03 highly 
increased when using 10% FS-LDA, but the performance 
started dropping when using 20% FS-LDA. This situation 
occurred because substituting 20% from the highest 
probabilities from each topic disturbed the overall performance 
by decreasing the critical features used in the dataset to set the 
boundary of recognizing different categories. 

Meanwhile, the second situation can be described through 
model performance for ECD04. The model did not show 
promising performance improvement regardless of any 
percentage of FS-LDA due to a highly similar number of 
features existing in the dataset, as shown in Fig. 5, compared to 
other e-commerce datasets. However, the model performances 
for all datasets kept increasing when using 10% FS-LDA 
compared to standard HMM. Hence, the study found that FS-
LDA with 10% feature substitution for non-overlap words of 
the highest probabilities from each topic can reduce the data 
dimensionality while increasing the HMM performance. The 
higher feature substitution percentage may harm model 
performance. Previously, LDA was proven to enhance a 
supervised learning model [41]. This study supported the 
literature on discovering LDA potentiality for data reduction in 
text classification. 

Despite showing macro or weighted F1-scores, Table VI 
presents the straight-forward model performance evaluation 
using model accuracy between several text classifiers, 
including HMM, HMM with 10% FS-LDA, Naïve Bayes, and 
Support Vector Machine. HMM with 10% FS-LDA 
outperformed most model performances for e-commerce 
datasets except for ECD01 when using the unigram model. 
Concurrently, the proposed model performed the best for 
ECD04 and ECD05 when using the Bigram model. 

Support Vector Machine and Naïve Bayes outperformed the 
proposed model performance for ECD01. These two classifiers 
are known for their excellent performances in solving binary 

classification problems without interfering with uncommon 
feature distributions such as ECD01. When dealing with data 
such as ECD01, the proposed model seemed to improve the 
performance of standard HMM. However, combining 
improvisation from the feature substitution technique presented 
in the study with enhancing theory in developing a better HMM 
model may outperform the other two classifiers. 

TABLE VI.  ACCURACY RATE COMPARISON BETWEEN HMM, HMM (10% 

FS-LDA), NAÏVE BAYES AND SUPPORT VECTOR MACHINE 

Feature 

Extraction 
Data HMM 

HMM 

(10% 

FS-LDA) 

Naïve 

Bayes 

Support 

Vector 

Machine 

Unigram 

ECD01 0.7009 0.8604 0.9434 0.9774 

ECD02 0.9181 0.9367 0.8343 0.8518 

ECD03 0.6449 0.7422 0.3487 0.3529 

ECD04 0.6805 0.6808 0.3489 0.3856 

ECD05 0.5156 0.5523 0.2196 0.2340 

Bigram 

ECD01 0.4377 0.4462 0.9519 0.9811 

ECD02 0.8410 0.8428 0.8072 0.8392 

ECD03 0.2563 0.2688 0.3221 0.3312 

ECD04 0.4019 0.4034 0.3297 0.3684 

ECD05 0.2065 0.2152 0.1965 0.2113 

C. Results for Spam Data 

The proposed technique presented in this paper can be 
applied to other kinds of text data. The study utilized a well-
known benchmark data, SMS spam data collection, to evaluate 
its performance in a different text data application. Based on the 
experimental results in Table VII, the F1-scores for unigram 
models were better than bigram models for all HMM models. 
Even though there were improvements when applying all 
percentages of FS-LDA for both feature extraction models, the 
HMM model performance started to drop when using 50% and 
40% FS-LDA for unigram and bigram models, respectively. 
Like results from e-commerce product datasets, some of the 
HMM model performance improvement can be up to 40% FS-
LDA. However, the only similarity between the results was that 
the model performance increases when applying 10% FS-LDA 
regardless of any datasets. Hence, it can be concluded that there 
are stable improvements in HMM performances using 10% FS-
LDA in classifying the e-commerce product and SMS spam 
datasets. 

TABLE VII.  PERFORMANCE RESULTS FOR SPAM DATASET 

Metrics 
Feature 

Extraction 
CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Macro F1-
score 

Unigram 0.687 0.745 0.777 0.787 0.742 0.710 

Bigram 0.668 0.674 0.704 0.888 0.695 0.685 

Weighted 

F1-score 

Unigram 0.873 0.893 0.905 0.909 0.892 0.881 

Bigram 0.870 0.872 0.883 0.719 0.880 0.876 

Accuracy 
Unigram 0.894 0.906 0.914 0.917 0.904 0.898 

Bigram 0.898 0.899 0.906 0.909 0.904 0.900 
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The HMM model performed the best by securing an 
accuracy of 90.56% to classify spam and ham SMS considering 
10% FS-LDA as the optimum HMM model across different 
datasets. Both model precision and recall increased when 
applying the proposed technique. This improvement leads to 
finer F1-scores for the HMM. The result implied the 
effectiveness of FS-LDA not only for e-commerce product 
classification but also for spam detection. The model accuracy 
was superior compared to the LDA result obtained by Nagwani 
and Shara [42]. The proposed model outperformed the Naïve 
Bayes model. 

However, when the proposed model is compared with J48 
and multi-layer perceptron classifiers, it seems not to be better, 
as shown in Renuka et al. [43]. Although, there is a slight 
difference between the accuracy of these models and the 
proposed model. The HMM model is a reliable and good 
classifier for classifying text datasets, especially when applying 
the FS-LDA technique. An HMM model itself may need some 
modification to achieve better performance. Yet, this feature 
substitution technique using the LDA model proposed in this 
study is relatively helpful, simple, and easy to implement. 
Hence, it is beneficial for commercial uses related to text 
classification. 

VI. CONCLUSION 

This study introduces FS-LDA, a novel technique 
integrating LDA into the preprocessing phase of text data 
classification. The results highlight the effectiveness of FS-
LDA when applied with HMMs, demonstrating superior 
performance compared to using feature selection alone. By 
substituting non-overlapping words in high-probability topic 
groups identified by LDA, FS-LDA significantly reduces data 
dimensionality while enhancing the accuracy and efficiency of 
classification models. 

The study also highlights the advantage of using a unigram 
model over a bigram model for feature extraction. Unigrams 
simplify the feature space while retaining important semantic 
information, making them more effective for accurate 
classification. This aligns with findings that simpler models 
often perform better in text classification by focusing on key 
features efficiently. 

Overall, the integration of FS-LDA with HMMs and the 
adoption of unigram-based feature extraction represent robust 
strategies for improving the practical utility of text 
classification systems, paving the way for enhanced 
performance in various applications such as e-commerce 
product classification, spam detection, sentiment analysis, and 
document categorization. However, the fixed substitution 
percentage of FS-LDA could be tested on more datasets or 
through simulations to confirm its reliability. While this study 
focused on HMMs, trying FS-LDA with other machine learning 
models could offer more insights. 
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