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Abstract—In current era of globalization, English language 

learning is important as it has become a global language and helps 

people to communicate from various regions and languages. For 

vocational students whose main aim is to get skills and get 

employed, learning English for communication is important. We 

here present a proposed framework for learning English language 

which can become a foundation for a complete Artificial 

Intelligence (AI) based system for help and guidance to the 

educators. This study explores the use of diverse Natural 

Language Processing (NLP) techniques to predict various 

grammatical aspects of English language content especially 

focused on tense prediction which lay the foundation of English 

content. Textual features of Bag of words (BoW) which considers 

each word as a separate token and Term Frequency –Inverse 

Document Frequency (TF-IDF) are explored. For both diverse 

features, the shallow machine learning models of Support Vector 

Machine (SVM) and Multinomial Naïve Bayes are applied. 

Moreover, the ensemble models based on Bagging and Calibrated 

are applied. The results reveal that BoW model input for SVM and 

Bagging technique using TF-IDF shows optimal results with high 

accuracy of 90% and 89% respectively. This empirical analysis 

confirms that such models can be integrated with web or android 

based systems which can be helpful for learners of English 

language. 
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I. INTRODUCTION 

The importance of the English language in today's globalized 
world is evident it serves as a universal medium of 
communication that connects people from diverse linguistic 
backgrounds. Fluency in English is essential for considering a 
broad range of information to be accessed in many ways, 
especially, in the institutions where many publications are in 
English [1]. Linguistic influence helps organize joint work and 
exchange results in terms of continuing the advancement of 
knowledge by researchers and scholars all over the world [2]. 
For non-native speakers, especially students in vocational 
colleges, the journey of learning English can be challenging, 
particularly when it comes to mastering grammar and sentence 
structure. Tenses, a core element of English grammar, pose a 
significant difficulty for learners, as they are essential for 
expressing actions in different time frames [3]. As education 
systems strive to provide more effective and efficient language 
learning, leveraging advanced technologies to address these 
challenges has become increasingly important. English 
Learning is the ability to master the capacity to write, read, 

speak, and comprehend the English language as well as 
knowledge of grammar, vocabulary, and pronunciation [4]. This 
learning may take place at school or university, in community 
classes, or through independent learning with the help of internet 
materials [5]. The use of English in global dimension has 
therefore become mandatory, and it entitles its users use in a 
multiplicity of sectors. In addition, cross-sectional study will 
ensure that the sample group is more heterogeneous and diverse 
regarding their grade level and learning which [6]. The 
importance of English learning goes beyond the need to 
communicate, English learning is key for success in academics 
and career. Knowledge in English breaks barriers and provide a 
drive to access information and materials since most information 
is found in English [7]. Many academic institutions particularly 
require English proficient skills to be used in reading of 
enhanced texts, discussions and the production of research. In 
addition, in today’s business environments, English is often a 
requirement for job and promotions because of the effectiveness 
of the ability to facilitate cooperation with people of different 
teams in various countries [8]. In conclusion, learning English is 
not only about language mastery but is equally about improving 
the methods and the ways through which one can interact with 
the world. 

The applications of AI in education, specifically in language 
learning, are vast and transformative. AI-powered tools can 
personalize learning experiences by adapting to individual 
learner needs, providing immediate feedback, and automating 
tedious tasks such as grading or content delivery [9]. In the 
domain of English language learning, AI can assist learners in 
improving their grammar, vocabulary, pronunciation, and 
understanding of complex linguistic concepts like tenses [10]. 
This personalization not only speeds up the learning process but 
also ensures that learners receive targeted support, thereby 
enhancing their chances of mastering English more efficiently 
[11]. Moreover, AI can bridge the gap between traditional 
classroom instruction and students who may not have access to 
high-quality educational resources, thus promoting equitable 
learning opportunities. The use of Education information 
systems in the teaching and learning of English language has 
emerged essential in the improvement of the teaching and 
learning process through use of Information and 
Communication Technologies (ICT) [12]. These systems 
provide interface to multiple learning material in form of e-
books, online courses, and multimedia which enhance the 
reading, writing, listening and speaking ability of a learner [13] 
posit that the use of ICT in English Language Teaching (ELT) 
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increases learners’ attentiveness as well as encourages learner 
interaction with the knowledge resources and among 
themselves. In addition, the teachers have also described that 
such systems help them to give the students individual feedback 
and sublime courses to fit the students’ needs and wants about 
learning [14]. By integrating these systems with the use of 
Recurrent Neural Networks (RNNs) and item response theory, 
learner’s input is then subjected to the detection of context and 
grammatical rules used in defining the correct tenses to be used 
from a pool of verbs [15]. In addition to error identification, it is 
effective in creating practice exercises based on the learner’s 
achievement level fostering individual learning development 
programs. Environmental tense predictors of language exercises 
that adapt automatically or provide instant feedback for right and 
wrong contribute to the exciting and more efficient learning 
modes to help learners enhance their grammatical accuracy and 
fluency of English language usage [16]. 

In this research work, we work on teaching and improving 
English language skills of students studying in vocational 
colleges as their main concern is to learn skills so that they are 
readily be available to the market as skilled sources. So, we have 
worked on basic English language skills and the use of tense 
which is the pivotal concept in English Grammar in English 
language learning by using two main AI-based technique of 
machine learning and state-of-the-art ensemble models 
including Support Vector Machine (SVM), Multinomial Naïve 
Bayes (MNB), Bagging Classifier and CalibratedClassifierCV 
integrated with textual features of Bag-of-words (BoW), and 
Term Frequency-Inverse Document Frequency (TF-IDF), 
achieving highest accuracy of 90% with BoW feature when 
coupled with ensemble models. Further these results are 
evaluated using standard performance measures of accuracy, 
precision, recall and f1-score, showing a pathway for exploring 
more advanced learning abilities for vocational college students. 
Furthermore, contributions of this study are as follows: 

 Effective Feature Selection: Used BoW and IDF features 
in tense prediction of tense on the English contents with 
the following results expressing suitability of BoW and 
TF-IDF for tense analysis as is relevant in classification 
of content. 

 Comparative Model Analysis: Performed a comparison 
of BoW and RW performances between SVM & 
Multinomial Naïve Bayes; showed that SVM with BoW 
was 90% accurate and has outperformed other models in 
terms of grammar, especially tenses. 

 Implementation of Ensemble Techniques: That 
incorporated ensemble methods including Bagging and 
Calibrated classifiers obtained 89% accuracy with 
Bagging and TF-IDF convenience features. As ensemble 
models enhanced the stability and the accuracy of their 
predictions. 

The rest of the paper organization as follows: Section II 
presents the background knowledge of relevant literature in field 
of English language learning. Section III shows the 
comprehensive details of applied methodology including 
experimental setup. Section IV shares the analysis of results 
along with discussion. Section V provides the summary of paper 
in conclusion form with future directions. 

II. LITERATURE REVIEW 

The use of AI has become prominent in English Language 
Learning (ELL) processes as a strategy within educational 
information systems, improving the educational process and 
learners’ interactions. In study [17], systematic review shows 
the positive and varied effects of AI technologies like ITS, NLP, 
and Speech Recognition on ELL. The review also notes that ITS 
seem to help learners the most around language proficiency or 
specific language skills, while speech recognition technology 
helps learners to improve pronunciation and speaking skills and, 
therefore, boosts their confidence. In addition, [18] embracing 
of Virtual Reality (VR) as well as Augmented Reality (AR) has 
changed the whole environment in which learners practice 
English. Another study [19] argues that these technologies foster 
contextually grounded environments which not only support the 
development of register specific language but also provide 
cultural context in which learners can apply the language. 
Appointment simulation enables learner to invariably assess 
their speaking performance in a supposedly realistic context, 
which is vital for language learning. Besides improving 
language skills [20], AI approaches help optimize and minimize 
the administrative work within the context of educational 
information systems. For instance, instruments like ChatGPT 
and education copilot help in developing courses and lesson 
plans, which gives such educators more time to deal with 
interactions and individual engaging with the student. 

This automation not only decreases the possibility of grading 
bias but also allows instructors to give feedback promptly; 
instructional decisions reach a state in which it is based on the 
performance analytics data in real-time [21]. Still, there are 
obstacles in using AI in ELT because the incorporation of AI 
into teaching practice encounters certain difficulties. A study 
carried out by the Teaching English showed that schools around 
the world implement AI in their classrooms [22]. Similarly, 
concerns regarding the drawbacks of AI such as, in language use 
there could be bias and in terms of learning human interaction 
could be reduced when using the technologies [8]. Therefore, 
further research must reveal the effectiveness of using AI 
technology for learning English in the long term as well the 
existence of frameworks that can help educators work through 
its difficulties. In aggregate, the implementation of AI-inspired 
technologies into the scope of educational information systems 
is a breakthrough in learning English [11]. Introducing these 
systems in the classroom environments may also open the 
possibilities of improving the extent of teaching and learning 
capabilities, in the form of personalized learning experiences, 
coupled with the use of, for instance, immersive technologies 
and efficient administrative tasks. Nevertheless, the issues 
related to effective AI application are going to remain critical to 
achieve the potential benefits of utilizing AI in language 
instruction. 

Modern progress in the areas of AI and ML have hugely 
impacted on improving the techniques of learning English. The 
implementation of some deep learning models like the CNNs 
and the RNNs in automating the essay grading task and 
appended feedbacks to the English language learners [23]. 
Another study, contributed to AI voice recognition in enhancing 
the precision on English pronunciation to help learners. 
Subsequent research has also examined the teaching of grammar 
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by using AI devices to improve the learning of English grammar 
since the difficulty level of the material is determined by the 
learner’s performance [24]. Authors in study [25] developed an 
error prediction system they say helps in teaching learners how 
to write by pointing out any mistake they have made and the 
corrective action that needs to be taken thus enhancing the 
learners’ writing skills to carry out an enhanced learning process 
for writing by offering the writers feedback on grammar, 
vocabulary and writing style. English listening comprehension 
has also been a focus of machine learning, perhaps as 
exemplified by study [26] who posited an assessment system, 
incorporating the use of AI to gauge the learners’ listening skills 
based on their proficiency level for developing applications that 
offer differentiated vocabulary learning according to learners’ 
performances. Furthermore, in study [27] employed RNN for 
real time error correction in English as foreign language, which 
provided feedback for learners as soon as they wrote incorrect 
sentences and paragraphs so that they could correct their 
grammatical and writing mistakes. Lastly, NLP and machine 
learning to teach English syntax and semantics to learners 

establishing a strong foundation for learners to understand the 
complicated language rules [28]. These studies clearly show that 
English learning and teaching is the area where AI and ML are 
widely used as they can personalize the learning courses, 
develop the criterion reference assessment, and enhance the 
learners’ skills within the different domain of the language. 

III. METHODOLOGY 

The following section provides a detailed procedure for 
specifying and categorizing understanding in the English 
grammar to improve teaching and learning experiences for the 
teachers and their learners. Concisely, the steps were carried out 
as Data Preprocessing, Feature Extraction methods, several 
Machine Learning Models, and Performance Measures have 
been employed as a basis for assessing the efficacy of the 
presented models. The, following structured approach, as shown 
in Fig. 1, guarantees a strong structure that responsibility helps 
to work out the difficulties of learning identification in English 
grammar. 

 

Fig. 1. The framework showing steps of the research study. 

A. Data Collection and Preparation 

This data set will be useful for English learners and teachers 
to learn and improve the usage of language in English. It 
includes example sentences and the tense that each of such 
sentences demonstrates. The data was then constructed carefully 
to ensure it produced sentences that clearly illustrated how the 
various English tenses can be used making it a rich resource for 
use in learning and teaching. Text preprocessing is an important 
step to be taken to transform textual data into NLP context. In 
this study, we identified several main processing procedures 
intended to improve the quality of the input data that is then 
provided to ML algorithms. There is the removal of stop-words 
and punctuation mark which is the first process in text mining in 
the process of filtering out noise words within the large datasets 

so that models can learn from more important words. After this, 
lemmatization also applied that includes the removal of prefixes 
and suffixes of the words and bring them to their basic form, 
making it easier to normalize different forms. This is particularly 
important for tense identification as this means that different 
forms of any given verb will be treated in the same way. Also, 
transforming text into a standard form to remove more variation 
from the data. However, it also employed Part-of-Speech 
tagging which aims at assigning a role to each word it has 
identified as a noun, verb, adjective and the likes. This is 
important especially for recognition of tenses, because verbs are 
of key importance in tense definition. 
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B. Feature Extraction 

Feature engineering on the other hand is the process of 
extracting more meaningful features from the preprocessed text 
that can then be used in the actual machine learning processes. 
In this research, employing two primary techniques: 
Understanding of Term Frequency-Inverse Document 
Frequency (TF-IDF), and Bag of Words (BoW). Table I shows 
the in-depth definition of symbols used in equations. 

1) Term frequency-inverse document frequency (TF-IDF): 

In its most simplified form, the Term Frequency (TF) can be, 

nevertheless, enhanced with normalization for document length 

differences. Normalized term frequency as is expressed by Eq. 

(1) can be defined as the normalized term frequency. 

𝑇𝐹(𝑡, 𝑑) =  
𝑓𝑡,𝑑

∑ 𝑓𝑡̅,𝑑𝑡∈𝑑́
. (1 + log (

𝑓𝑡,𝑑

𝑚𝑎𝑥𝑡̿,𝑑

+ 1))   (1) 

Combining these advanced formulations, the TF-IDF score 
for a term 𝑡 in document 𝑑 relative to corpus 𝐷 can be computed 
as in Eq. (2). 

𝑇𝐹𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑). 𝐼𝐷𝐹(𝑡, 𝐷) (2) 

Moreover, it is possible to explain the TF-IDF values based 
on the information gain of the terms with respect to the 
documents as computed using Eq. (3). 

𝑇𝐹𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = (
𝑓𝑡,𝑑

∑ 𝑓𝑡̅,𝑑𝑡∈𝑑́
. (1 + log (

𝑓𝑡,𝑑

𝑚𝑎𝑥𝑡̿,𝑑

+

1))) . (log (
𝑁+1

𝑛𝑡+1
))  (3) 

The mutual probability distribution can be expressed as in 
Eq. (4). 

𝑀(𝑡; 𝑑) =  ℘(𝑡|𝑑). ℘(𝑑). 𝐼𝐷𝐹(𝑡)  (4) 

This formulation captures what we have been aiming at, in 
this paper, that is, capturing as to how informative each term is 
regarding the associated documents to be able to have an even 
better understanding of them within the given corpus. 

2) Bag of Words (BoW): On the other hand, the Bag of 

Words utilized to reduce text data to a series of words while 

ignoring the position of words in the document and retains 

multiplicity. This makes word counting simple which is 

especially useful when trying to determine the commonly used 

words and particular, verb forms relating to varying tenses, by 

defining a weighted frequency representation that incorporates 

not only raw counts buts also contextual importance through 

various normalization techniques, defined as in equation 5. In 

utilizing these feature engineering strategies to make a stronger 

representation of the text data would be formed, which will 

enable the identification of the appropriate tenses in learning of 

the English grammar. 

𝑉𝑑 = [𝑤1,𝑑 , 𝑤2,𝑑 , … . . , 𝑤𝑛,𝑑]   (5) 

Where 𝑤𝑖,𝑑 is defined as in Eq. (6): 

𝑤𝑖,𝑑 =  𝑓𝑖,𝑑 . 𝑛𝑜𝑟𝑚(𝑓𝑖,𝑑). 𝑐𝑜𝑛𝑡𝑒𝑥𝑡(𝑡𝑖, 𝑑) (6) 

The procedures presented in this research for establishing an 
approach for constructing an automated environment for using 
AI to support vocational educators and learners in enhancing 
their mastery of English grammar and tense identification. 

C. Applied Models 

In the realm of NLP in dealing with issues common with 
English learning identification and classification. This section 
investigates a few more complex forms of machine learning 
models and how they are implemented in different ways 
including models like Support Vector Machines (SVM), 
Multinomial Naive Bayes (MNB), Bagging Classifier, and 
Calibrated Classifier CV. Contrasting the principles and uses of 
these models, to clearer understanding of how these models can 
be used to improve educational outcomes in English learning for 
both teachers and learners will be gained. 

1) Support vector machine (SVM): SVM is a type of used 

learning method that is applied for classification problems. It 

does this by identifying the best hyperplane that can best 

separate different classes of data in a very large dimensional 

space. SVM works well in high-dimensional space and is not 

sensitive to the problem of overfitting, especially when the 

number of dimensions is large than the number of samples [29]. 

Thus, it uses a kernel size to map the data to a higher dimension 

so it can easily deal with non-linear relations using objective 

function, calculated as in Eq. (7). 

𝑚𝑖𝑛𝑤,𝑏,𝜉
1

2
||𝑤||2 + 𝐹 ∑ 𝜉𝑖

𝑚
𝑖=1   (7) 

Subject of constraint to Eq. (8). 

𝑦𝑖(𝑤. 𝜙(𝑥𝑖) + 𝑏 ≥ 1 −  𝜉𝑖 , ∀𝑖 = 1,2, … . . , 𝑚 (8) 

2) Multinomial naive bayes (MNB): MNB is a probability-

based classifier developed on the basic principles of Bayesian 

classifiers, and it is specifically useful for text classifications. It 

supposes that every feature is independent of other features on 

condition that the class is given. It is suitable for multi-class 

problems and most suitable with high-dimensional data such as 

text documents [30]. MNB performs the model by calculating 

the conditional probability using Eq. (9), defining each class 

against the words in the documents making this method simple 

especially for tasks like spam detection and sentiment analysis. 

𝑃(𝑡|𝑈) =  
𝑃(𝑡)𝑃(𝑈|𝑡)

𝑃(𝑈)
= 𝑃(𝑡) ⋀ 𝑃(𝑣𝑖|𝑡)𝑛

𝑖=1  (9) 

For each class 𝑡, the probability of observing feature vector 
𝑈 is given by Eq. (10). 

𝑃(𝑈|𝑡) =  
⋀ (𝑓𝑖,𝑡 +1)𝑛

𝑖=1

∑ (𝑓𝑘,𝑡 +1)𝑉
𝑘=1

  (10) 

The predicted class is determined by maximizing the 
posterior probability using Eq. (11). 

𝑡̃ =  𝑎𝑟𝑔𝑚𝑎𝑥𝑡𝑃(𝑡) ⋀ 𝑃(𝑛
𝑖=1 𝑣𝑖|𝑡)  (11) 

3) Bagging classifier: This process is known as bagging – 

Bootstrap Aggregating which is an ensemble technique that 

resolves the problem of variations of a learning machine. It 

operates differently by building multiple models, often decision 
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trees on different parts of the training data resulting from 

bootstrapping, that is random sampling with replacement based 

on weighted ensemble prediction, computed as in Eq. (12). 

𝑌𝑓𝑖𝑛𝑎𝑙 = 𝑔(∏ 𝑤𝑗ℎ𝑗(𝑥))𝐽
𝑗=1    (12) 

The last decision is then performed by averaging or voting 
for these models, that Eq. (13). 

𝑉𝑎𝑟(𝑌𝑓𝑖𝑛𝑎𝑙) =  
1

𝐽2  ∏ 𝑉𝑎𝑟 (ℎ𝑗(𝑥)) + (𝐽 −𝐽
𝑗=1

1)𝐶𝑜𝑣(ℎ𝑗(𝑥), ℎ𝑘(𝑥))   (13) 

4) Calibrated classifier CV: The Calibrated Classifier CV 

is an extension of a base classifier where cross-validation is 

used to enhance the probability estimation. This method refines 

the predicted probabilities obtained from classifiers to portray 

more accurate probabilities to improve decision makers in 

probabilistic systems, using calibrated function, defined in Eq. 

(14). 

𝑃𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑(𝑦 = 1|𝑋) =  𝜎(𝑤𝑇𝑋 + 𝑏) (14) 

Where 𝜎(𝑧) =  
1

1+𝑒−𝑧  is the function used to computed 

objective function of calibrated model. 

Cross validation is performed to make sure that calibration 
is done on unseen data, and thus provides higher accuracy on the 
prediction, computed using Eq. (15). 

𝐶𝑉(𝐿(𝑤, 𝑏)) =  
1

𝐾
∑ 𝐿(𝑤𝑘 , 𝑏𝑘)𝐾

𝑘=1   (15) 

Where each fold provides a different set of parameters for 
calibration. 

D. Performance Measure 

In the context of performance evaluation of models for 
identification and classification for English grammar learning, 
several measures are used to evaluate whether models are 
effective in providing accurate predictions using metrics such as 
accuracy, precision and recall, F1 score. 

Evaluation using accuracy is based on the concept of 
measuring the percentage probability that the model prediction 
for each data point is true with an overall performance, using Eq. 
(16). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
  (16) 

Precision, also known as positive predictive value, assesses 
the accuracy of the positive predictions made by the model. It is 
defined as in Eq. (17), the ratio of true positive predictions to the 
total number of positive predictions. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  (17) 

Recall, or sensitivity, evaluates to what extent the model 
selects the number of correct cases when it is, and in percentage 
of positive prediction, how accurately the model identifies the 
true negative cases among the wrongly predicted positives. It is 
defined as in Eq. (18), the accuracy of positive predictions; these 
are the actual number of positive predictions divided by the total 
number of positive predictions made.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
  (18) 

F1-score is the balance between precision and recall because 
the harmonic mean is the better measure than average in such 
cases, as defined in Eq. (19). They are especially valuable in the 
scenario of distinguishing between the data set and the data set 
that is wrongly classified as the opposite class or misclassified 
as belonging to the opposite class by a certain model. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (19) 

TABLE I.  DESCRIPTION OF SYMBOLS USED IN EQUATIONS 

Symbols Explanation 

𝑓𝑡,𝑑 Frequency of term 𝑡 in document 𝑑 

𝑛𝑡 Number of documents containing term 𝑡 

𝑀(𝑡; 𝑑) Mutual distribution  

℘(𝑡|𝑑) Conditional probability  

℘(𝑑) Prior probability 

𝑉𝑑 Vector representation for document 𝑑 

𝑛𝑜𝑟𝑚(𝑓𝑖,𝑑). Normalization function to scale the frequency 

𝑐𝑜𝑛𝑡𝑒𝑥𝑡(𝑡𝑖 , 𝑑) 
Contextual weighting factor shows semantic similarity 

measure 

𝜉𝑖 Misclassification slack variable  

𝐹 Regularization parameters 

𝑓𝑖,𝑡  Frequency of feature 𝑣𝑖 in class 𝑡 

𝑉 Vocabulary Size 

𝑔(. ) Majority voting function 

𝑤𝑗 Base classifier 

IV. RESULTS AND DISCUSSION 

The descriptive analysis performed on the dataset gives an 
understanding of the linguistic and structural properties of the 
data. The Fig. 2 of distribution of tenses also represents well 
different tenses, and most importantly the present continuous 
and future tenses dominate while the tenses like future perfect 
continuous appear to be relatively less used. This implies a wide 
coverage on techniques for tension types that in turn help 
linguistic diversification. The analysis of the frequency of 
appearing of numbers of words in a sentence in Fig. 3 has 
indicated that most of the sentences contain between 40 and 60 
words, which means that the examples used in the text should be 
rather appropriate for educational purposes as far as their length 
is concerned. The analysis of POS (Part-of-Speech) tags shows 
in Fig. 4 that the identified data contains a high number of nouns, 
verbs and determiners, and it is natural considering the focus on 
the sentence examples. Moreover, the word cloud of the 
preprocessed text graphically illustrates in Fig. 5 temporal and 
action-oriented words like ‘next,’ ‘year,’ ‘later’ and ‘gym’ 
which are evidence of time consciousness within this data set. 
Altogether, all these visualizations provide supporting evidence 
to augment the previous argument, regard to the suitability of 
the presented dataset for tense classification and educational 
purposes. 
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A. Results with TF-IDF 

The findings from the analysis using TF-IDF accompanied 
by machine learning and ensemble models provide sufficient 
support to the proposed solution and confirm the potential of 
using advanced computational solutions to enhance English 
learning in educational systems. High accuracy of models such 
as SVM proved that the models can recognize and learn complex 
linguistic features with 88% accuracy as well as Bagging 
Classifier (89%) and CalibratedClassifierCV (87%) models. 

These results as shown in Table II illustrating how such 
models can accurately identify English tenses, an essential 

feature of language acquisition. This way, the obtained results 
demonstrate the possibility of applying these models in real-life 
settings, including the utilization of automated grammar 
evaluation, individual learning environments, and language 
learning assistance tools. The highly favorable efficiency of the 
methods such as bagging Classifier proves that such an 
algorithm functions stably and guarantees learners receive 
accurate feedback regardless of the input data. Just like, SVM 
demonstrates a very good generalization in its modeling, which 
makes it suitable for distinguishing small differences in the 
structure of work sentences as a way of mastering English 
learning.

 

Fig. 2. Distribution of tense. 

 

Fig. 3. Length distribution of label sentence. 
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Fig. 4. POS tagging distribution. 

 

Fig. 5. Word cloud showing most frequent words. 

Furthermore, it bears mentioning such conventional and 
lighter weight models as MNB (80%) therefore these 
approaches stand for extensibility for systems of lesser 
computational power thereby expanding the access to language 
learning aids. The outcomes collectively present evidential 
findings of how the application of machine learning models if 
tuned with the TF-IDF representations can solve the problems 
that traditional English teaching methodologies bring in terms of 
its effectiveness, efficiency, and accuracy. These results support 
the theoretical proposition that incorporating such advanced 
models into educational systems can transform English 
language learning by making the learning process data 
intelligent, individualized, and precise. 

TABLE II.  RESULTS OF APPLIED MODELS WITH TF-IDF 

Models Accuracy Precision Recall F1-Score 

Shallow Machine Learning 

SVM 88 90 89 88 

MNB 80 79 80 80 

Ensemble Learning 

Bagging Classifier 89 89 89 89 

CalibratedClassifierCV 87 86 87 85 

B. Results with BoW 

BoW when used as the feature in the classification of English 
tenses has highlighted the indispensability of word structures in 
the enhancement of English learning in educational systems. To 
captures the weightage categories of words, offers a more 
detailed picture of dependencies and structures of concrete 
lexemes and their contexts, which by turns allows models to 
grasp and disentangle tenses more effectively. The performance 
metrics of the models prove this approach correct, as results are 
briefly defined in Table III, and out of all the models created 
SVM attained 89% showing that it can generalize very well 
across syntactic structures. Bagging Classifier was the highest 
performing one with an accuracy of 90%. This is due to 
ensemble techniques where different base learners are used to 
improve the stability of the prediction. 

This result reinforces the use of ensemble approaches in 
problems that involve complex discrimination and 
understanding of constructs, making them well suited to 
educational applications. On the other hand, MNB yielded an 
accuracy of 83% but it cannot capture complex syntactic 
relations. Like CalibratedClassifierCV which has 84% accuracy 
it is a great choice if the application that is being developed 
requires probabilistic outputs. Such systems can support learners 
by offering the right rules of learning concepts with feedback 
besides allowing them to take a lesson deeply into their minds 
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through syntactic analysis. Including BoW-based models, 
educational platforms provide more accurate and linguistically 
grounded tools which contribute to progress of the learning 
process. 

TABLE III.  RESULTS OF APPLIED MODELS WITH BOW 

Models Accuracy Precision Recall F1-Score 

Shallow Machine Learning 

SVM 89 89 89 89 

MNB 83 81 80 79 

Ensemble Learning 

Bagging Classifier 90 89 90 89 

CalibratedClassifierCV 84 84 84 84 

The evaluation of the outcome using the TF-IDF and BoW 
on machine learning and related methods of ensemble brings out 
new perspectives of their performances, as shown in Fig. 6. In 
both feature extraction methods, the performances were 
excellent, and BoW was slightly better than TF-IDF in most of 
the models in terms of accuracy. Bagging Classifier achieved 
90% using BoW while using TF-IDF it was 89%; for SVM BoW 
gives 89% while TF-IDF gives only 88%. This indicates that 
because of BoW’s less complex representation, this model was 
able to capture the patterns in this dataset. Nevertheless, TF-IDF 
gave comparable results to the other algorithms and 
demonstrated good performance in evaluating term weight 
where the importance of terms is decisive. The two paradigm 
approaches emphasize on their qualities that would be useful in 
different areas of educational information systems for learning 
English. 

 

Fig. 6. Comparative analysis of applied features across accuracy measure. 

V. CONCLUSION 

In the modern educational system, the importance of 
learning cannot be overstated, as it is essential for students’ 
academic and professional success. However, many learners, 
especially those in vocational colleges, face challenges in 
mastering key aspects of English, such as grammar, which forms 
the foundation of effective communication and learning 
abilities. Among the crucial components of English grammar, 
the use of tenses plays a pivotal role in ensuring clarity and 

accuracy in vocational college system. The advancement of AI 
offers significant potential to address these issues by providing 
personalized and scalable solutions for learning. AI-powered 
tools can help students understand and apply grammatical 
concepts more effectively, thereby enhancing their overall 
learning experience. Our findings in this research demonstrate 
the efficacy of machine learning models, particularly Support 
Vector Machine (SVM) and Bagging Classifiers are highly 
efficient for tense usage classification with accuracies of 89% 
and 90%, respectively using BoW and TF-IDF features. The 
obtained results emphasize the possibilities of development and 
usage of AI-technologies for improving the English language 
acquisition, providing a robust framework for future educational 
tools. Moving forward, further research can explore more 
sophisticated AI techniques to incorporate more complex 
methods for interactive learning platforms. This study will 
therefore create a foundation for the development of more 
enhanced language education to the students at vocational 
colleges and other institutions. 
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