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Abstract—Predicting stock market is a difficult task that 

involves not just a knowledge of financial measures but also the 

ability to assess market patterns, investor sentiment, and 

macroeconomic factors that can affect the movement of stock 

prices. Traditional stock recommendation systems are built as 

monolithic applications, with all components closely coupled 

within a single codebase. While these systems are functional, yet 

they are difficult integrating several services and aggregating 

data from diverse sources due to their lack of scalability and 

extensibility. A service-driven approach is needed to manage the 

growing complexity, diversity, and speed of financial data 

processing. However, microservice architecture has become a 

useful solution across multiple sectors, particularly in stock 

systems. In this paper, we design and build a stock market 

forecasting system based on the microservice architecture that 

uses advanced analytical approaches such as machine learning, 

sentiment analysis, and technical analysis to anticipate stock 

prices and guide informed investing choices. The results 

demonstrate that the proposed system successfully integrates 

multiple financial analysis services while maintaining scalability 

and adaptability due to its microservice architecture. The system 

successfully retrieved financial metrics and calculated key 

technical indicators like RSI and MACD. Sentiment analysis 

detected positive sentiment in Saudi Aramco's Q3 2021 report, 

and the LSTM model achieved strong prediction results with an 

MAE of 0.26 and an MSE of 0.18. 
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I. INTRODUCTION 

Analyzing the stock market to predict the price movement 
of shares is of interest to investors and traders. There is an 
extensive variety of interrelated factors affecting the stock 
price, including microeconomic considerations and geopolitical 
developments [1, 2]. A study found that psychological factors 
such as investor emotion and behavioral biases had a 
considerable impact on share prices [3]. Traditional methods 
for predicting stock prices depend on statistical models and 
technical analysis [4]. However, they are unable to completely 
comprehend the complex interdependencies and behavioral 
patterns that are inherent in investor psychology and market 
dynamics [5]. Consequently, deep learning has become 
recognized as a highly efficient tool for deriving meaningful 
insights from extensive, complex datasets [6]. 

The financial markets are very volatile and process 
intensive data [8]. Hence, they require sophisticated systems 
that can handle huge datasets, run complex analyses, and give 
real-time insights that can be used. Most traditional stock 

recommendation systems, on the other hand, are built as 
monolithic applications, with all components closely coupled 
within a single codebase. While these systems are functional, 
yet they are difficult in scalability, maintainability, and 
extensibility [7]. 

Also, it is critical for investors and financial analysts to be 
able to forecast stock movement with precision, as they must 
make informed decisions in a constantly changing 
environment. Forecasting systems that rely on monolithic 
architectural structures are difficult to adapt to ever-changing 
markets. These systems focus on limited data inputs, like 
historical price data, while overlooking critical factors such as 
real-time sentiment analysis and technical indicators, which 
play a significant role in market behavior. To the best of our 
knowledge, current approaches struggle to combine diverse 
analytical methods—like machine learning, sentiment analysis, 
and fundamental analysis—into a unified, effective system. 
This may lead to inconsistent performance and a lack of 
flexibility when applied to dynamic and complex market 
conditions. 

Microservice architecture is now widely adopted across 
various sectors. Microservice divides a large system into small, 
self-contained services that provide benefits such as improved 
scalability, greater flexibility, and error tolerance [9]. The 
development of stock systems based on a microservice 
architecture enables the integration of various analytical 
functions such as artificial intelligence, technical analysis, 
sentimental analysis, portfolio management, and risk 
assessment. Using this modular strategy, traders and investors 
may precisely adjust market circumstances to make better-
informed decisions. 

Thus, this study proposes the design and implementation of 
a stock recommendation system based on microservices that 
use specialized services to deliver informed stock 
recommendations. The system's goal is to enhance the 
precision and relevance of stock recommendations by 
operating machine learning algorithms, fundamental and 
technical analysis, and sentiment analysis of financial reports. 
This research extends the existing literature on financial 
systems by examining how microservices can improve the 
efficiency, scalability, and usefulness of generating stock 
recommendations. 

The paper is organized as follows: a literature review is 
conducted in Section II. Section III demonstrates the 
methodology, including the proposed system. Sections IV and 
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V present the study’s results and discussion. Section VI 
presents the research conclusion and future work. 

II. BACKGROUND AND RELATED WORK 

A. Microservice Architecture 

Microservice architecture is becoming an effective solution 
across multiple sectors, particularly in stock systems because it 
excels at managing complex, large-scale applications that 
demand scalability, maintainability, and flexibility. 
Microservices empower teams to develop, deploy, and scale 
each component independently, enhancing efficiency and 
innovation by breaking down a system into smaller and 
independent components. Each service is designed to handle a 
certain business function and communicates with other services 
through lightweight protocols, typically using APIs [10]. 

Microservices systems can significantly improve the 
efficiency and responsiveness of financial trading systems. The 
shift from a monolithic architecture to a micro-services-based 
approach enables developers to create independent services 
that satisfy certain requirements, improving scalability and 
maintainability. For instance, a microservice reference 
architecture based on domain engineering can address the high 
complexity and maintenance costs associated with large-scale 
financial trading systems by providing a general solution for 
similar scenarios, allowing new microservices to coexist with 
legacy systems and supporting rapid business development 
through DevOps and other mechanisms [11]. 

Microservices in power trading platforms also highlight 
their ability to enhance load performance and scalability, which 
are critical for the real-time and complex nature of stock 
trading [12]. Furthermore, microservices can be integrated with 
IoT technologies to create efficient inventory management 
systems and benefit stock systems by ensuring real-time data 
processing and business logic execution [13]. Implementing 
microservices architecture within ERP financial systems 
showcases their ability to address complex business demands 
with exceptional availability, security, and scalability, which 
are crucial for stock systems managing substantial amounts of 
data and transactions [14]. 

Adopting microservice architecture in stock 
recommendation systems may offer numerous benefits, 
including improved scalability, maintainability, and 
responsiveness. Thus, making it a valuable approach for 
modern financial trading platforms and related applications. 
The effective management of systems based on micro-services 
is vital for ensuring service quality across various microservice 
components, which is particularly important in stock systems 
where resource demands and quality of service requirements 
are high [15]. Integrating microservices with social-media 
messaging bots for automated inventory management further 
illustrates their versatility and potential for enhancing customer 
and retailer connectivity in stock systems [16]. Additionally, 
microservices can be applied to assess the impact of news on 
the stock market, which makes the system respond to news 
events, analyze them, and predict their effects on market 
trends. Thus, it provides valuable insights for traders and 
investors. Additionally, microservices in asset tracking 
systems, such as those based on indoor positioning systems, 

showcase their potential for real-time data processing and 
resource-efficient operations, which can be applied to stock 
systems for tracking and managing assets efficiently [17]. 

The potential implications of a booming stock market 
prediction system through deep learning algorithms services 
built on microservice architecture are essential. Accurate 
forecasting could inform investment decisions and contribute 
to risk management strategies, portfolio optimization, and the 
development of automated trading systems. Furthermore, the 
valuable insights derived from this research have the potential 
to revolutionize financial forecasting and expand economic 
modeling applications. 

B. Machine Learning Algorithms 

Integrating machine learning and pattern recognition 
improved the accuracy of stock trading systems [18]. Esteemed 
machine learning methods have been utilized to predict 
fluctuations in stock prices. Some of these powerful algorithms 
are Long Short-Term Memory (LSTM), Support Vector 
Machine (SVM), Random Forest, and Decision Tree, each 
algorithm offers unique advantages. LSTM, a recurrent neural 
network, demonstrates exceptional efficacy in encapsulating 
time-based dependencies and intricate patterns within stock 
market data, as shown by its exceptional forecasting accuracy 
compared to conventional models like ARIMA [19] [20]. 
Despite the complexity of machine learning models, it is 
suggested that straightforward strategies are effective for 
predicting price soaring. A study conducted by [21] evaluates 
the effectiveness of using deep learning and technical 
indicators to predict short-term stock price movements. The 
authors developed a four-layer Long Short-Term Memory 
(LSTM) model incorporating various technical indicators, 
achieving an impressive 83.6% accuracy in forecasting stock 
trends. Authors in study [22] offer a comprehensive 
comparative analysis of nine machine learning models and two 
deep learning methods. The RNN and LSTM with continuous 
data emphasized superior performance among others. It also 
demonstrated a notable improvement in accuracy across all 
models when technical indicators are converted to binary data 
inputs. 

Numerous studies have generated precise estimations by 
detecting non-linear correlations in stock market data [23, 24]. 
Random Forest, an ensemble learning method, is particularly 
adept at managing large datasets and mitigating overfitting by 
aggregating multiple decision trees. Although Decision Trees 
are easy to interpret and implement, they are at risk of 
overfitting, especially with small datasets. Nonetheless, they 
can remain beneficial when integrated with other models or 
used with an ensemble technique like Random Forest [25]. 
Comparative studies have shown that advanced models like 
LSTM and SVM surpass decision trees in performance. 
Nonetheless, decision trees remain valuable for data 
exploration and feature selection [26]. However, the selection 
of a model typically relies on the requirements of the prediction 
task, including the dataset's size and design, the necessary 
balance between accuracy and interpretability, and the 
available computational resources [23]. Each model offers 
distinct advantages. In some cases, the most precise forecasts 
arise from a combination of these models, which integrate the 
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optimal elements of each to mitigate the shortcomings [23, 25 -
27]. 

Disparate data sources, such as traditional time-series data 
and web platforms such as Google and Wikipedia, have been 
shown to greatly improve prediction accuracy [28]. The 
authors of study [45] emphasize the value of using NLP and 
finance to forecast stock prices. In their study, they emphasized 
the use of historical price data, text data from the news or 
social media, and their combination to improve accuracy. They 
discuss algorithms like RNN, GRU, and LSTM for price 
analysis, sentiment analysis for assessing investor emotions, 
and methods such as graph networks and event-driven 
approaches for identifying company correlations. A study 
investigates sentiment analysis of online investor opinions to 
support investment decisions and risk assessment. Using data 
from Sina Finance, it combines machine learning methods, like 
SVM and GARCH models, with sentiment analysis. Results 
show strong correlations between forum sentiment and stock 
price volatility, with machine learning outperforming semantic 
approaches and sentiment having a greater impact on value 
stocks than growth stocks [46]. 

The stock market is a complicated financial system with 
shifting prices, and investors seek to maximize gains while 
minimizing risks. Recent advances in neural networks and 
hybrid models have exceeded older approaches in terms of 
prediction accuracy. A study introduced the SMVF-ANP 
technique, which analyzes market transmission processes and 
financial aspects using multi-layer perceptron (MLP), dynamic 
artificial neural networks, and GARCH models. Results reveal 
that SMVF-ANP outperforms typical strategies and models, 
with a prediction accuracy of 97.2%, an efficiency rate of 
96.9%, and higher returns [47]. Tong et al. studied the effect of 
social media mood on irrational herding behavior in the 
Chinese stock market. They discovered that emotion had a 
considerable impact on illogical conduct [48]. Furthermore, 
authors in study [49] extracted insights from unstructured 
financial text in quarterly company reports. They utilized 
FinBERT, a pre-trained language model based on the BERT 
framework. Their results demonstrate that FinBERT 
outperforms state-of-the-art methods, achieving an accuracy of 
84.77% on quarterly reports. 

To meet the varied demands of investors, advanced stock 
recommender systems have been expertly developed, which 
utilize techniques such as K-Nearest Neighbor, Singular Value 
Decomposition, and Association Rule Mining, all of which 
take into account investors' unique preferences and risk profiles 
to maximize portfolio returns [29]. Multi-agent recommender 
systems utilizing hybrid filtering techniques and involving 
collaborative and content-based filtering have been designed to 
adaptively recommend profitable stocks based on investor 
preferences and macroeconomic factors [30]. Incorporating 
social media text and company correlations into stock 
movement prediction models has enhanced the ability to 
capture multimodal signals, providing a robust tool for 
investment decision-making [31]. A systematic review of 
recent developments in machine learning methods, such as 
deep learning and ensemble methods, highlights the 
importance of these technologies in improving stock market 
movement forecasts and reducing investment risks [32]. In 

addition, a deep reinforcement learning approach that 
combines artificial neural networks (ANN), long short-term 
memory (LSTM), natural language processing (NLP), and 
deep Q networks (DQN) was proposed to forecast the next 
day's stock price. The proposed model outperforms standard 
algorithms in terms of accuracy, demonstrating its efficacy in 
automating stock market in-vestment decisions [33]. Thus, the 
remarkable innovations in stock recommendation systems 
highlight their extraordinary sophistication, empowering them 
to deliver precise, timely, and personalized investment 
guidance that perfectly aligns with the dynamic needs of 
investors and traders. 

C. Technical Analysis 

Technical indicators are vital in forecasting stock market 
movements that offers valuable insights into market trends and 
behaviors. The metrics are typically divided into two primary 
classifications: trend indicators and volume indicators. Trend 
indicators play a pivotal role in revealing not only the direction 
but also the strength of a market trend, which is essential for 
crafting savvy investment choices. Noteworthy in-stances of 
trend indicators encompass Moving Averages (MA), Moving 
Average Con-vergence Divergence (MACD), and Exponential 
Moving Average (EMA) [34]. These indicators are utilized to 
smooth out price data, facilitating the detection of trends over a 
designated timeframe. For example, the MACD, a momentum 
indicator, illustrates the correlation between two moving 
averages of the price of an asset trend. At the same time, the 
EMA assigns greater importance to the most recent prices, 
increasing its sensitivity to new information [35]. 

On the other hand, volume indicators are crucial as they 
reveal the true power behind price movements by examining 
trade volume. They assist investors in understanding the degree 
of interest surrounding a specific stock or market. Common 
volume indicators include Relative Volume (RVOL), Volume 
Weighted Average Price (VWAP), and Chaikin Money Flow 
(CMF) [34]. RVOL compares the current volume to the 
average volume over a specific period, indicating whether a 
stock is actively traded. The VWAP determines the mean price 
at which a security was traded during the day, considering 
volume and price, in contrast, the CMF assesses buying and 
selling pressure over a specific period. 

The precision of stock predictions could be increased by 
combining these metrics with sophisticated machine learning 
algorithms. Combining technical indicators with ensemble 
learning methods like Random Forest and Gradient Boosting 
has improved predictive precision, attaining a success rate of 
91.45% in forecasting the opening price of stock [36]. 
Similarly, using LSTM models with technical indicators as 
voters have demonstrated high accuracy in stock market 
predictions, with RMSE values indicating strong performance 
[34]. Jaideep and Matloob developed a machine learning 
classifier using five technical and 23 fundamental indicators. 
Their findings highlight the importance of analyst ratings in 
predicting stock prices [37]. Thus, these methods emphasize 
the need of selecting the proper set of technical indicators to 
improve the efficacy of prediction models. Furthermore, 
utilizing correlation-based feature selection models to identify 
crucial technical indicators has undeniably revolutionized the 
forecasting capabilities of deep learning algorithms, 
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particularly Artificial Neural Networks (ANN) and 
Convolutional Neural Networks (CNN) [38]. 

Hybrid machine learning models that integrate various 
classifiers and optimization strategies have successfully 
forecasted stock price fluctuations, especially in volatile market 
conditions affected by external elements such as political 
turmoil and pandemics [39]. However, the strategic use of 
trend and volume indicators, along with advanced machine 
learning techniques, provides a robust framework for 
predicting stock market movement; thus, they offer rich visions 
for investors and financial analysts [4, 34-36, 38, 40, 41-43]. 

 However, existing systems focus on historical price data 
and fail to integrate other valuable inputs, such as sentiment 
analysis, machine learning algorithms, and technical indicators. 
Despite their effectiveness, these systems' advanced 
technologies are often used in isolation. In response to these 
limitations, we propose a microservice-based architecture that 
brings together modularity, scalability, and advanced analytics. 

III. METHODOLOGY 

A. The Proposed System 

Making well-informed investment choices is challenging 
due to the total volume of data accessible to investors. These 
data sources range from historical stock prices and technical 
indicators to company fundamentals and sentiment extracted 
from news articles and financial reports. The ability to process, 
analyze, and interpret these data effectively is crucial for 
investors. Hence, we propose a microservice-driven stock 
prediction system to address this need. Designing the system to 
provide investors with comprehensive stock analysis and 
actionable recommendations can optimize their portfolios and 
minimize risks as well. 

The proposed system is built on microservices architecture, 
and each service was designed to handle a distinct part of the 
stock analysis process. These microservices operate 
independently while effortlessly communicating with one 
another through RESTful APIs. This architecture ensures the 
system is scalable, efficient, and adaptable to future 
enhancements. The proposed system was tested using real-
world stock data to assess its effectiveness in response to each 
service and providing initial and informed stock 
recommendations. The system's performance was evaluated 
based on its ability to retrieve stock data, generate reliable 
technical and fundamental insights for traders, and summarize 
a semantic analysis for a given financial report. (The source 
code for the system can be accessed through the fine-grained 
personal access token link provided in the footer at the bottom 
of the page or by clicking on this link). 

The system combines essential financial metrics, 
sophisticated machine learning algorithms, and sentiment 
analysis to provide a strong data-informed decision. Each 
microservice is responsible for a particular function or task in 
the stock recommendation process, enabling efficient real-time 
processing of large data sets. Fig. 1 presents the architecture of 
the system. The major components of the system are detailed 
as follows: 

 
Fig. 1. The architecture of the proposed system. 

1) Stock data and fundamental analysis services: The first 

step in the system involves collecting financial data from 

publicly available sources. This microservice retrieves vital 

financial metrics for individual stocks, including historical 

prices and trading volumes. The fundamental analysis 

microservice can process the data to compute key financial 

metrics like Market Capitalization, Dividend Yield, Earnings 

Per Share (EPS), and Revenue. These metrics help evaluate 

the financial health and performance of the selected company. 

We used the Yahoo Finance API in our system. 

2) Technical analysis service: The system’s technical 

analysis microservice calculates a range of widely used 

technical indicators that assist in identifying trends, 

momentum, and market conditions. To detect price trends and 

possible reversals, we run indicators such as moving averages 

(MA), the Relative Strength Index (RSI), and the Moving 

Average Convergence Divergence (MACD). Also, this 

component employs volume-based indicators like On-Balance 

Volume (OBV) and volatility indicators like the Average True 

Range (ATR). Thus, these technical indicators are important 

for traders and investors to determine a stock's price shifts and 

the overall direction of the trend. 

3) Sentiment analysis service: Sentiment analysis has 

become an important tool in predicting stock market trends, 

given that news and financial reports can greatly affect 

investor actions and stock valuations. The sentiment analysis 

process was developed using a Flask-based API that integrates 

the FinBERT model, a variant of BERT specifically fine-

tuned for sentiment analysis in financial contexts. The 

FinBERT, which is available via Hugging Face's model 

repository, is known for its domain specific capabilities in 

financial sentiment classification [48]. It is initialized in the 

application through the transformers pipeline with a sentiment 

analysis task. The model outputs predictions across three 

sentiment categories: positive, negative, and neutral. It 

processes the text data to determine whether the general 

sentiment is positive, negative, or neutral, providing a 

complementary perspective to the technical and fundamental 

analyses. 

4) Machine learning predictions service: In its early 

version, the system uses an LSTM (Long Short-Term 

Memory) model to estimate future stock values, which is a 

recurrent neural network designed to manage time-series data. 

The LSTM model predicts future stock swings using previous https://github_pat_11ADTUAHQ0dYABfdLZ43ep_C7UfBSnCxgv41ut8

TgIVvIEtezvJ8jvvNw0vPNkX7tMRUPZK4QNZquZfsgl@github.com/aalgar

ni2/Stock_Market_Forecasting_Microservice_System.git 
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stock prices and other services. This approach identifies long-

term linkages and patterns in stock price data. It aids in 

providing short-term projections, which are critical for making 

buy, sell, or hold choices. The model is designed to react 

dynamically to new data, gradually improving the accuracy of 

its predictions as time progresses. The system scales and 

normalizes historical stock data, technical indicators, and 

semantic analysis findings before passing them through an 

LSTM model for training. After completion, the model 

produces forecasted stock values, which are then compared to 

the current market price to inform the recommendation 

service. During model execution, we divided the dataset into 

training (80%) and testing (20%) sets. We set up the model 

with 50 epochs, a batch size of 32, and an Adam optimizer 

with a learning rate of 0.001. The model's performance was 

assessed using Mean Absolute Error (MAE) and Mean 

Squared Error (MSE). Other machine learning approaches 

such as Support Vector Machine, Random Forest, and 

Decision Tree will be implemented in future work. Thus, this 

modular approach makes it easier to update and expand the 

system with new capabilities as they become available. 

5) Recommendation service: The recommendation 

microservice will integrate the outputs of the fundamental 

analysis, technical indicators, and machine learning 

predictions to deliver a final recommendation. The algorithm 

would be designed to aggregate results from four 

microservices, fundamental analysis, technical indicators, 

machine learning predictions, and sentiment analysis, to 

generate a final stock recommendation. Each service's output 

is weighted, combined, and compared against set thresholds. 

Then, the service determines whether the recommendation is 

to 'Buy,' 'Hold,' or 'Sell'. 

6) User interaction via streamlit interface: The system's 

user interface is designed to let investors enter stock ticker 

symbols, select a date period for analysis, and upload a 

financial report for sentiment evaluation. The interface 

retrieves and shows results based on the services that have 

been selected. The modular architecture also can enable future 

integration of additional analytical services or advancements 

with minimal disturbance. 

IV. RESULT 

A. Fundamental Analysis and Technical Analysis 

Performance 

The component of fetching the historical stock data was 
tested with several stocks by entering the ticker, start date, and 
end date. All runs demonstrated that stock data can be retrieved 
successfully from the Yahoo Finance API. For the fundamental 
analysis service, it successfully retrieved financial metrics. 
Additionally, the proposed system effectively calculated and 
returned multiple technical indicators such as RSI, and MACD. 
These indicators effectively identified trends, overbought and 
oversold conditions, and market volatility. The ability to 
visualize these indicators over a selected date range helped 
investors gain deeper insights into price movements and 
market dynamics. Indicators like MACD and RSI provided 

actionable insights into buying or selling opportunities. Thus, 
the system’s technical indicators are aligned with known 
market trends, providing an additional layer of validation to the 
stock's performance. 

During testing of the three components, we entered the 
stock ticker "2222.SR" (Saudi Arabian Oil Company); the 
system retrieved stock data for the specified date. Also, when 
we run the fundamental analysis, the system provides the 
available and accessible data. For unavailable metrics, it shows 
'N/A'. The accuracy and reliability of this data depend on the 
real-time updates provided by Yahoo Finance, which proved to 
be timely and comprehensive during testing. Fig. 2 illustrates 
the system’s interface after fetching the stock data. 

 

Fig. 2. The proposed system main interface. 

B. Sentiment Analysis Services Performance 

The sentiment analysis services perform sentiment analysis 
on any uploaded PDF document. Sentiment analysis is 
increasingly used in financial prediction. Incorporating news 
sentiment or financial report analysis improves accuracy in 
forecasting stock trends [44]. For our proposed system, we 
implemented the FinBERT model for the sentiment analysis 
microservice. We tested this service by uploading several PDF 
files. 

The sentiment analysis service uses FinBERT to analyze 
text from PDF documents. The FinBERT tokenizer divides the 
text into pieces using tokens. The FinBERT algorithm 
evaluates each segment to identify the sentiment labels 
(positive, neutral, or negative), which are then accepted to 
obtain a sentiment measurement. In an analysis of Saudi 
Aramco’s third-quarter report for 2021, the sentiment analysis 
service detected positive sentiment. Fig. 3 shows the sentiment 
analysis of the report. The sentiment analysis was instrumental 
when applied to earnings reports. Positive sentiment can be 
associated with subsequent price increases. In contrast, 
negative sentiment may correlate with price declines. However, 
while sentiment extracted from financial documents can predict 
short-term stock price movements, external market factors and 
investor behavior may influence price fluctuations. 
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Fig. 3. Sentiment analysis report. 

C. Machine Learning Service and Recommendation System 

The machine-learning service is designed to employ 
various machine learning algorithms for stock price prediction. 
They are LSTM, Support Vector Machine (SVM), Random 
Forest, and Decision Tree. In this early development, we only 
implemented LSTM. Other algorithms are left for future work. 
During testing the service, the LSTM model achieved a Mean 
Absolute Error (MAE) of 0.26 and a Mean Squared Error 
(MSE) of 0.18 for predicting the stock price of 2222.SR (Saudi 
Aramco). The results demonstrate the potential of LSTM for 
forecasting in financial markets. Fig. 4 show the result of MAE 
and MSE after training the model. 

 
Fig. 4. The result of MAE and MSE of the model.. 

The recommendation engine service will integrate the 
results of fundamental analysis, technical indicators, and 
semantic analysis and pass them on to the machine learning 
algorithm service. The recommendation engine's strength is its 
ability to integrate several types of information which helps in 
producing a comprehensive insight of the stock's performance. 
This guarantees that the recommendation is well-rounded and 
takes into account both quantitative and qualitative 
considerations. Also, it limits the risk of making decisions that 
are based on only one factor. The full implementation of this 
service is left for future work. 

V. DISCUSSION AND LIMITATION 

The results of testing the system imply that the proposed 
system can be an effective tool for providing data-driven stock 
recommendations based on multiple sources. The system offers 
a comprehensive stock analysis approach by integrating 
fundamental analysis, technical indicators, sentiment analysis, 
and machine learning predictions. The modular design of the 
services facilitates integration with other components of the 
stock recommendation system. Also, the modular approach 
allowed for a flexible selection of technical indicators [50]. 
Extending support for more complex strategies or combining 

indicators could enhance the analytical capability of the system 
further. FinBERT's pre-training on financial data provided 
domain-specific sentiment analysis, making the results relevant 
for stock market insights. The service's modular design 
supports easy scaling, such as adding more sentiment 
categories or integrating additional pre-trained models. Future 
work could focus on improving sentiment granularity and 
analyzing sentiment trends across sections of a document to 
uncover deeper insights. The LSTM model's architecture can 
capture temporal dependencies; hence, it is suitable for time-
series data like stock prices. However, the ability to choose 
among models provided flexibility for different user 
requirements and computational resources. Future 
improvements include implementing additional time-series-
specific models and enabling hyperparameter optimization for 
models. 

Furthermore, the proposed system demonstrates that its 
internal structure is scalable and efficient. Each microservice 
operated independently. The utilization of RESTful APIs 
allows services to communicate without interruption as well as 
ensures that changes to one service do not impact the overall 
system. Hence, the system's modularity increases its flexibility 
and usability by making it simple to add or improve current 
services. 

There are specific constraints that need to be defined. First, 
there is a need for stress testing to assess performance under 
high-load conditions. Second, sentiment analysis is heavily 
dependent on the quality of the input data. Hence, the 
outcomes of the results can be affected if there are specific 
constraints that need to be defined. First, there is a need for 
stress testing to assess performance under high-load conditions. 
Second, sentiment analysis is heavily dependent on the quality 
of the input data. So, the outcomes of the results may be 
affected negatively if there is any biased data. 

However, the system's modular architecture allows for 
future enhancements, such as incorporating more advanced 
sentiment analysis models, employing advanced machine 
learning approaches to better account for market volatility, and 
leveraging recommendation services with explainable AI. This 
system has the potential to significantly aid investors in making 
well-informed decisions while also being adaptable to future 
advancements in financial technology. 

VI. CONCLUSION AND FUTURE WORK 

The proposed system adopts a comprehensive methodology 
for stock market analysis, integrating traditional financial 
metrics with contemporary machine-learning approaches. The 
system assists investors in making informed decisions by 
offering services like fundamental analysis, technical 
indicators, sentiment analysis, and machine learning 
algorithms. However, this paper presents a microservice-based 
architecture that embeds state-of-the-art technologies, such as 
LSTM for time-series prediction and FinBERT for sentiment 
analysis in stock price forecasting. By comparison, the LSTM 
model generates smaller error metrics than traditional baselines 
and thus has demonstrated the capability of learning and 
representing the complex, nonlinear stock price pattern. The 
value added to the system for further processing was done by 
the incorporation of FinBERT, through the analysis of the 
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financial reports based on sentiment analysis. The paper's 
parameter optimization will be expanded to capture more 
market scenarios and embed additional analysis tools for the 
betterment and adaptability of the system. 

The recommendation service developed in this version is 
still on a very high level of abstraction and, hence, is left for 
further research and development. Also, we aim, in future 
work, to introduce Explainable AI (XAI) into the stock trading 
systems to make the predictions transparent and explain why 
they are predicted this way. It will be interesting to see whether 
XAI can be integrated into microservice architecture. The other 
related research direction could try to investigate how the XAI 
modules connect with the existing services and, more 
importantly, provide explanations that are correct, 
understandable, and trusted. 
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