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Abstract—Sentiment lexicons serve as essential components in 

lexicon-based sentiment analysis models. Research on sentiment 

analysis based on the Malay lexicon indicates that most existing 

sentiment lexicons for this language are developed from official 

text corpora, general domain social media text corpora, or 

domain-specific social media text corpora. Nonetheless, none of 

the current sentiment lexicons adequately complement the corpus 

utilized in this study. The rationale is that words in established 

sentiment lexicons may convey different sentiments compared to 

those in this paper’s corpus, as the strength and sentiment of 

words are context-dependent, influenced by varying terminology 

or jargon across domains, and words may not share the same 

sentiment across multiple domains. This paper proposes the 

construction of a domain-specific mixed-code sentiment lexicon, 

termed M-COVIDLex, through the integration of corpus-based 

and dictionary-based techniques, utilizing seven Malay part-of-

speech tags, and enhancing Malay part-of-speech tagging for 

social media text by introducing a new tag: FOR-POS. The 

constructed M-COVIDLex is evaluated using two distinct domains 

of social media text corpus: the specific domain and the general 

domain. The performance indicates that M-COVIDLex is more 

appropriate as a sentiment lexicon for analyzing sentiment in a 

domain-specific social media text corpus, providing valuable 

insights to governments in assessing the sentiment level regarding 

the analyzed topic. 
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I. INTRODUCTION 

Sentiment analysis is a critical domain within natural 
language processing [1-4], as sentiment constitutes a significant 
aspect of human communication [5,6], often articulated through 
ambiguous and creative language [1]. For example, text that 
incorporates slang is comprehensible only to particular groups 
[7], presenting significant challenges for analysis [1]. Analyzing 
sentiment is essential for understanding individuals’ beliefs 
regarding various issues and their decision-making processes [8-
11]. 

Rising demand for a model that can analyze the sentiment of 
mixed code (also known as multilingual or cross-language 
language) text particularly text from social media arisen recently 
[12,13]. It occurred on account of (i) limited sentiment resources 
needed for sentiment analysis for languages other than English 
[14-18], such as sentiment lexicon, language tools, corpora, 
sentiment analysis algorithm, and sentiment classification 
algorithm, and (ii) the escalation of social media posts exercising 

mixed code in multilingual low-resource societies [19-23]. 
Furthermore, mixed code sentiment analysis eases a better 
understanding of the sentiment enunciated in various languages 
[12]. Up to the present time, Malay is still considered as a low-
resource language, specifically in this field [5,24] since it is less 
studied and resource-scarce [25,26]. 

Sentiment lexicons are a crucial tool in lexicon-based 
sentiment analysis model [27-31], for any language [32]. 
Lexicon-based approaches demand human involvement to build 
a dictionary that has positive and negative lexicons [33]. This 
approach is divided into dictionary-based and corpus-based 
[20]. The former relies on sentiment words existing in digital 
linguistic dictionaries such as WordNet [34] and the latter relies 
on sentiment words that exist in the study corpus [35]. The 
success of lexicon-based sentiment analysis depends entirely on 
a sentiment lexicon that can be constructed manually or semi-
automatically [36]. Furthermore, sentiment lexicons, which are 
also known as lexical dictionaries, are linguistic resources that 
have lexicons of opinions [37,38] that are labelled as positive or 
negative according to their semantic orientation [37-40]. For 
instance, words such as baik (good), bagus (excellent), and 
hebat (great) are often labelled as words with positive sentiment, 
while words such as kejam (cruel), jahat (evil), dan hodoh (ugly) 
are usually labelled as word with negative sentiment. The main 
purpose of sentiment lexicons is to assign each word in a text a 
corresponding sentimental weight [41]. Sentiment lexicons are 
divided into two types: general domain (or all-purpose) 
sentiment lexicon and domain-specific sentiment lexicon. A 
general domain sentiment lexicon is a list of words that carry 
either positive or negative meanings in casual conversation [42], 
while a domain-specific sentiment lexicon is a list of words that 
carry either positive or negative meanings in a discussion about 
a specific domain [43,44]. 

Recent literature review discloses that most existing 
sentiment lexicons developed for the field of Malay sentiment 
analysis are produced using either official text corpora [45], 
general domain social media text corpora [46], or domain-
specific social media text corpora, such as affordable housing 
projects [47], crisis management [48], and telecommunications 
[49-51]. It is possible that words in the existing sentiment 
lexicon do not have any sentiment or carry different sentiments 
than words in this paper’s corpus [52,53] considering the 
strength and sentiment of words depend on the context of their 
use and the terminology or jargon differs between domains [36]. 
Furthermore, it is impossible for a word to have a single score 
or sentiment in several domains [53-58]. For example, in Malay, 
the term kacau in the food domain carries a positive sentiment 
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with a score of +1, if the context of its use is to stir or mix 
something, such as food and the term can also carry a negative 
sentiment with a score of -1 in the public health emergency 
domain, if the context of its use is to cause chaos or anxiety. 
Therefore, the sentiment lexicon built from this paper’s corpus 
is more practical since the words in the sentiment lexicon reflect 
the sentiment in the context of the domain being studied [55]. 

Moreover, sentiment lexicons can be generated using two 
seed words expansion methods: manual and automatic based on 
words in a dictionary or corpus [56]. Recent literature review 
reveals that these seeds words can be produced by employing 
part-of-speech (POS) tags extraction [59], such as adjectives 
[60-62], verbs [50,51], adverbs [46], and nouns [63]. POS 
tagging is a feature in the sentiment analysis model that groups 
words based on their category or role in a sentence [64]. 
Originally in Malay, words can be classified using four POS 
tags: nouns, verbs, adjectives, and task words [65]. These POS 
tags are known to be more suitable for tagging standard Malay 
text than Malay social media text [64] due to the difference in 
the writing structure in both texts. However, the latest 
enhancements on Malay POS tags by [64] have made tagging 
social media text much effortless, since they created new POS 
tags especially for mixed code word. For example, FOR-NEG 
tag for tagging foreign words with negative meaning and NEG 
tag for tagging Malay words with negative meaning. Though the 
newly developed Malay POS tags by [64] can tag negative 
meanings, they lack a tag for tagging foreign words with positive 
meanings. Therefore, this paper will further improve the Malay 
POS tags by adding a new POS tag, namely FOR-POS, for 
tagging foreign words with positive meanings. This 
enhancement is made to aid in speeding sentiment analysis 
process by instantly distinguishing words that carry sentiment in 
the corpus. 

This paper presented a new polyglot sentiment lexicon that 
specific to the latest public health emergency issue in Malaysia 
which is Coronavirus 2019 (COVID-19). This sentiment lexicon 
is known as M-COVIDLex (Malay Coronavirus Lexicon) and 
consist of lexicon of two main languages in Malaysia: Malay 
and English. The construction of M-COVIDLex utilized a 
combination of corpus-based and dictionary-based techniques 
and seven Malay POS tags: adjectives (KA), verbs (KK), 
adverbs (KAD), nouns (KN), FOR-NEG, FOR-POS, and NEG. 
The contributions of this paper are listed as follows: 

 A new domain-specific social media text corpus focusing 
on the topic of “the impact of the implementation of 
government efforts to address public health emergencies 
in the daily routines of Malaysians”. Until the data’s 
copyright is enforced, this corpus will be inaccessible to 
the public or future research. 

 Enriching existing Malay Normalizer by [66] through 
adding four new rule elements to its existent database. 

 Normalizing the generated corpus using an improved 
Malay Normalizer. 

 Enhancing existing Malay POS tags by [64] through 
adding one new POS tag for tagging foreign words with 
positive meanings: FOR-POS. 

 Tagging all words in the generated corpus with the 
recently enhanced Malay POS tags. 

 Annotated each post in the generated corpus with its 
proper sentiment polarity either positive, negative, or 
neutral. 

 M-COVIDLex: a domain-specific mixed code sentiment 
lexicon where each lexicon has been classified as either 
positive or negative sentiment word. 

 The performance evaluation proves that the sentiment 
lexicon built from this paper’s corpus is more practical 
in analyzing sentiment from the same domain corpus 
than the general domain corpus. 

This paper is structured as follows. The following section 
(Section II) reviews the related work. In Section III, the 
proposed method is introduced in detail. Section IV presents 
experiment and obtains results. Section V discussed the 
experiments and obtained results and finally, Section VI 
concludes how this paper can be expanded to further contribute 
to the Malay social media text sentiment analysis fields. 

II. RELATED WORKS 

A. Types of Sentiment Lexicon 

Sentiment lexicons are divided into two types: general 
domain and domain specific. General domain sentiment lexicon 
is a list of words that carry either positive or negative meanings 
in casual conversation [42], while domain-specific sentiment 
lexicon is a list of words that carry either positive or negative 
meanings in conversation about a specific domain [43,44]. 

A general domain sentiment lexicon is suitable for 
development and implementation in a model that analyzes 
sentiment text that is not based on any domain for the list of 
words in the general domain sentiment lexicon is limited to 
words commonly used in daily conversations and its polarity 
score is not sensitive to any domain [67-70]. In addition, the 
study by [36], [47], [71], and [72] stated that domain-specific 
sentiment analysis models that implement the studied domain-
specific sentiment lexicon have the potential to provide better 
sentiment analysis results and more accurate classification 
results compared to the general domain sentiment lexicon. The 
reason for this is that the sentiment polarity scores of words in 
the sentiment lexicon are obtained based on their meanings in 
the domain studied [73,74] and sentiment analysis research is 
sensitive to the domain analyzed. Opinion expressions that carry 
sentiments, whether positive or negative, differ between 
domains since each domain has its own language, terminology, 
or jargon [53-58]. Furthermore, it is impossible for an opinion 
expression to have the same sentiment polarity score in all 
domains because words and their sentiment polarity scores are 
closely related depending on the domain context in which they 
are used [36]. 

In conclusion, models developed to analyze sentiment in a 
specific domain are encouraged to use a sentiment lexicon 
specific to that domain rather than a general domain sentiment 
lexicon. The reason for this is that the use of a correct and proper 
sentiment lexicon can produce good analytical accuracy. 

B. Techniques for Constructing Sentiment Lexicon 

This paper supported by The Ministry of Higher Education Malaysia 
(https://www.mohe.gov.my/en) under grant code: 

FRGS/1/2020/ICT02/UKM/02/1. 
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Sentiment lexicons can be generated using two seed word 
expansion methods: manual and automatic based on words in a 
dictionary or corpus [56]. However, generating a comprehensive 
sentiment lexicon using manual expansion techniques is 
complicated, time-consuming, and prone to various errors [56]. 
Therefore, researchers prefer to use existing sentiment lexicons, 
such as General Inquirer [75], WordNet [34], Opinion Lexicon 
[76], Subjectivity Lexicon [77], SentiWordNet [78], 
SentiStrength [79], SenticNet [80], AFINN [81], Semantic 
Orientation CALculator (SO-CAL) [63], National Research 
Council Canada (NRC) Emotion Lexicon [82], Valence Aware 
Dictionary and sEntiment Reasoner (VADER) [83], LIWC [84], 
TextBlob [85], and Bing [86]. 

Dictionary-based expansion techniques require researchers 
to manually collect initial list of seed words and their polarities 
before expanding them by extracting synonyms and antonyms 
of each seed word from existing dictionaries [20]. Corpus-based 
expansion techniques also use the initial list of seed words to 
identify words that carry sentiment values and their polarities in 
the research corpus [56]. Sentiment lexicon generation using 
corpus-based expansion techniques is more suitable for domain-
specific sentiment analysis research than dictionary-based and 
manual expansion techniques [9]. This is due to the technique is 
extremely sensitive to the domain, capable of generating 
sentiment lexicons specific to the domain [40], and capable of 
handling informal texts well, for instance social media texts [9]. 
However, sentiment lexicon construction using this corpus-
based expansion technique is a lengthy process [87], inefficient 
in labelling texts with formal terms [9] and has limitations in 
distinguishing all opinion words compared to dictionary-based 
expansion techniques [9]. The reason for this is that this 
technique requires a large corpus to include all opinion words in 
the study language and large-scale corpus collection is strenuous 
to be prepared [9]. However, regardless of the sentiment lexicon 
production technique chosen by the researcher to develop or use, 
the overall quality of this sentiment lexicon is hard to measure 
[9]. A summary of sentiment lexicon construction techniques 
implemented by past research that analyzed Malay sentiment 
can be seen in Table I. 

Based on Table I, the corpus-based sentiment lexicon 
construction technique can be implemented using the feature 
extraction method, where this method is done by extracting 
words that belong to certain POS tag such as adjectives, verbs, 
and adverbs. Additionally, this paper discovered that there is 
other POS tag that can be extracted together as they also have 
sentiment values, namely nouns [63]. The dictionary-based 
sentiment lexicon construction technique can be performed via 
the translation method, where the lexicon in the English 
dictionary is interpreted into Malay. Meanwhile, the manual 
sentiment lexicon production technique is executed by 
compounding both techniques, namely corpus-based and 
dictionary-based. 

In conclusion, sentiment lexicons can be developed through 
various techniques such as corpus-based, dictionary-based, or 
manually. Choosing the right technique is the key to certify that 
the sentiment lexicon produced is of excellent quality and 
capable of providing good sentiment analysis. 

TABLE I.  SUMMARY OF SENTIMENT LEXICON CONSTRUCTION 

TECHNIQUES BY PREVIOUS STUDY ON MALAY SENTIMENT ANALYSIS 

Techniques Methods Method Description References 

Corpus-

based 

Feature 

extraction 

POS tag: adjective [46,50,51,61] 

POS tag: verb [46.50,51,61] 

POS tag: adverbs [46] 

POS tag: negation [46] 

Dictionary-

based 
Translation AFINN to Malay [88] 

Manual 

Combination of 

corpus-based & 

dictionary-

based 
techniques 

Corpus: Malay 

Sabah lexicons 

Dictionary: 

multilingual lexicons 

[89] 

Corpus: emoticon, 

neologism 

Dictionary: Malay 

lexicons 
(MySentiDic), 

English lexicons 

(MySentiDic 

translation) 

[45] 

Corpus: feature 

extraction (POS tag: 

adjective) 

Dictionary: WordNet 

Bahasa & WordNet 

translation to Malay 

[60] 

Corpus: feature 

extraction (POS tag: 

adjective) 

Dictionary: lexicons 

by Alexander & 

Omar (2017) 

[62] 

III. METHODOLOGY 

As previously mentioned, this paper aims to construct 
domain-specific mixed code sentiment lexicons otherwise 
known as M-COVIDLex through a combination of corpus-
based and dictionary-based techniques along with seven Malay 
POS tags. The proposed M-COVIDLex construction method 
entails five key phases: (i) data gathering, (ii) data 
preprocessing, (iii) construction of M-COVIDLex, (iv) 
sentiment analysis, and (v) sentiment classification. Each phase 
is enlightened in further detail below and it is important to 
emphasize that the data gathering and analysis presented in this 
paper adhere to the terms and conditions of social media 
platform, X. 

A. Data Gathering 

This paper gathered data manually from the social media 
platform, X (formerly Twitter), where the data must be 
composed of the combination of two languages, Malay and 
English, concerning “the impact of the implementation of 
government efforts to address public health emergencies in the 
daily routines of Malaysians”. This sort of data is recognized as 
mixed code or code-switching or multilingual. To achieve this 
purpose, this paper employed keyword-driven data-gathering 
techniques [64,66,90]. The search was performed on X’s 
advanced search functions [64,66,89] using a predefined list of 
thirty-three keywords of four affected sectors during COVID-19 
in Malaysia: education, safety, health, and economy (see Table 
II). The keywords were obtained from data issued by [91] and 
[92]. Nevertheless, the keywords used are restricted to the Malay 
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language apart from acronyms such as SOP (Standard 
Operational Procedure) as well as the English loanword like 
“moratorium” and “internet”. X’s advanced search function 
permits users to refine search results based on several criteria 
including keywords, publication date, language type, and 
account type, which authorizes researchers to oversee the kind 
of posts suitable to be extracted. For a post to be included in the 
search, it must have at least one keyword and was posted 
between March 2020 and September 2021. The sectors and 
keywords were selected in such a way to boost the number of 
posts about the selected topic and limit any extraneous posts 
[90]. As a result, this paper achieved in gathering 16,898 related 
posts which were saved in textfiles (txt). The data gathering 
stage is deemed complete and adequate when all posts resulting 
from the keyword search have been extracted. 

 

Fig. 1. M-COVIDLex flowchart. 

TABLE II.  DATA GATHERING KEYWORDS USED IN THIS PAPER 

Keywords Sectors Overall Keywords Total Post 

harga barang 

Economy 11 4,838 

tiket pengangkutan 

bantuan kerajaan 

pemulihan ekonomi 

bayaran pinjaman 

inisiatif kerajaan 

pelancongan 

BDR 

moratorium 

wang simpanan 

golongan rakyat 

vaksin 

Health 6 3,773 

pencegahan 

kontak 

kesihatan 

kuarantin 

kawalan pergerakan 

kawalan 

Safety 5 3,131 

kebenaran 

rentas 

SOP 

sekatan 

bayaran belia 

Education 11 5,156 

bayaran pendidikan 

pengurangan yuran 

bantuan makanan 

bantuan pelajar 

internet 

kediaman pelajar 

pergerakan pelajar 

pelajar institusi 

pelajar sekolah 

PDPR 

B. Data Preprocessing 

Data preprocessing plays a fundamental role in cleansing 
text data, specifically social media text, where typographical 
errors, slang terms, acronyms, and polyglot (code-mixed, code-
switching, and multilingual) lexes are frequent [93]. According 
to [88], the existence of noise in the Malay text is not being 
managed at this phase [13] affirmed that various preprocessing 
procedures are important to alleviate noise, typographical 
divergences, and morphological intricacy, especially in a low-
resources language, such as Malay. In this phase, the gathered 
data is overseen in two steps: normalization and POS tagging. 
Normalization is essential to diminish the presence of noise from 
the data that has the potential to interfere with the results of the 
sentiment analysis and to make the data more manageable [89]. 
POS tagging is needed to annotate each word in the data with a 
suitable POS tag. 

1) Normalization: A recent study by [66] proposed a rule-

based normalization application exclusively built to refine 

Malay social media text, where it achieves high accuracy in 

their analysis (97 percent). Therefore, in this paper, this Malay 

Normalizer was employed to normalize all lexicons in the 

gathered data as it incorporates diverse essential preprocessing 

procedure for Malay social media text. For instance, (i) 

removing noise, (ii) normalizing Malay, English, and 

Romanized Arabic words to their standard form, (iii) expanding 

abbreviations, contractions, and acronyms, and (iv) 

normalizing slang term, colloquialism, and dialects. 

Nonetheless, it is expected that the application will be inept at 

normalizing most of the words that exist in this paper’s gathered 

data seeing that it was built using a smaller corpus size. Hence, 

it needs to be enriched with words from this paper’s corpus. 

Albeit [94] exclaimed that the size of a corpus does not imply 

its quality and could have more noise, this enrichment is 

compulsory to ensure all lexicons in the corpus are normalized 

to their standard form. The enrichment entails adding four new 

rule elements to its existent database: (i) normalization of novel 

words, for example, slang term, dialects, and domain-specific 

terms, (ii) normalization of emoticons, (iii) exclusion of Malay 

and English question words, and (iv) elimination of English and 

selected Malay stop words. This supplementation effectively 

reduces the number of X posts from 16,898 posts to 16,600 

posts, where 298 posts were removed from this paper’s corpus 

due to noise. 

2) POS tagging: The normalized gathered data initially 

annotated using Malay POS tags by [64]. These Malay POS 

tags was chosen given that (i) it achieved high accuracy in their 

analysis (95 percent) against Malay social media text, (ii) it has 

been thoroughly upgraded from the previous Malay POS tags 

by [95], (iii) the POS tags were tailored to be able to annotate 

each word in the Malay social media text, for example, any 

foreign language exist in the corpus will be tag with FOR tag, 

slang term will be tag with SL tag, and dialect terms will be tag 

with LD tag, and (iv) standard Malay POS tags absence proper 

tags to label all words in this paper’s corpus since social media 

text are usually written using mixed code otherwise known as 

multilingual or code-switching [66]. Although [64] has 
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improved these Malay POS tags to accommodate words in 

Malay social media text, this paper discovered that it has yet to 

set up a proper tag for tagging foreign words with positive 

sentiments. Therefore, it needs to be improved by adding a new 

POS tag exclusively for tagging positive sentiment foreign 

words. This paper ruled out to name the newly created POS tag 

as FOR-POS (foreign positive). Words for the FOR-POS tag 

are found and extracted from the word that conveys positive 

meanings in the FOR-tag word list. This paper performed this 

improvement to aid in speeding the sentiment analysis phase by 

instantaneously distinguishing words that carries sentiment in 

the corpus. 

C. Construction of M-COVIDLex 

The proposed M-COVIDLex construction method entails 
three steps: (i) seed word selection, (ii) seed word annotation, 
and (iii) synonym expansion. In this phase, the proposed method 
will be enlightened in detail. 

1) Seed word selection: A seed word is a lexicon that 

carries either positive or negative sentiment polarity. Based on 

the literature review in Section II, this paper discovered that 

these seed words can be generated using four types of POS tags: 

KA, KK, KAD, and KN. Therefore, in this step, the lexicon 

tagged with these four POS tags will be extracted as M-

COVIDLex seed words. However, since this paper’s corpus is 

made of mixed code social media text and each lexicon is 

tagged using the improvised Malay POS tags, this paper 

decided to add three more POS tags to produce M-COVIDLex 

seed words. The three additional POS tags are (i) NEG, a POS 

tag designed specifically for negative particles in the Malay 

language, (ii) FOR-NEG, a POS tag for foreign language words 

that carry negative sentiments, and (iii) FOR-POS, a POS tag 

for foreign language words that carry positive sentiments. The 

lexicons from these seven POS tags were extracted from the 

corpus using the POS tagging extraction technique. The 

technique used specific patterns to extract all related lexicons 

in the corpus, and its implementation produced a list of seed 

words for each POS tag, where the list functions as a lexical 

dictionary and is needed when constructing M-COVIDLex. 

Algorithm 1 shows how this seed word extraction was 

performed for the lexicon with the KA POS tag. Fig 2 presents 

the result of executing Algorithm 1 and Fig 3 summarizes the 

total number of seed words for each POS tag in the M-

COVIDLex. 

Algorithm 1: M-COVIDLex Seed Word Selection 
Input: tagged_corpus KG, post S, lexicon L, part_of_speech G 

Output: seed_word M-COVIDLex = (L, G) 

Start 

 for all S in KG do 

  for all L in S do 

   find L == G (KA) 

    if L == G (KA) 

     add L in M-COVIDLex 

    end if 

  end for 

 end for 

End 

 

Fig. 2. Seed word selection result for lexicon with the KA POS tag. 

 

Fig. 3. Summary of M-COVIDLex. 
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2) Seed word annotation: In this step, seed words will be 

annotated with either positive or negative sentiment polarity. 

However, only seed words with KA, KK, KAD, and KN POS 

tags engage in this annotation process. Seed words with NEG, 

FOR-NEG, and FOR-POS POS tags are exempted since their 

sentiment polarity is clear based on the POS tag type. The 

annotation process in this paper was done by the hired 

annotators. According to [96], an annotator is an individual 

appointed to annotate data according to guidelines and time 

limits given. The following are the guidelines criteria for 

selecting annotator listed by [96] and followed in this paper: 

 Researchers need to figure out the type of language the 
annotator needs to know or be fluent in before doing the 
annotation task. 

 The researcher needs to set up the specific knowledge 
that the annotator needs to know about the annotation 
task. 

 Researchers need to make practical considerations about 
several things, for instance, funds, time, data size, etc. 

These guidelines are crucial for researchers to be able to find 
and appoint annotators who meet the qualifications and criteria 
[47]. Table III presents the criteria and qualifications of the 
appointed annotator in this paper along with its references. 

TABLE III.  THE NEWLY REVISED CRITERIA AND QUALIFICATION OF AN 

ANNOTATOR USED IN THIS PAPER 

Criteria & Qualification of an Annotator References 

Language: Malay native speakers and fluent in English. [47,96] 

Knowledge: Have basic knowledge of the topic and field of 

study. 
[47,96] 

Practical Consideration: 

1. Current academic graduate (highest): 

 Malaysian Certificate of Education or 

 Malaysian Higher Certificate of Education or 

 Matriculation or 

 Diploma or 

 Degree or 

 Master 
2. Aware of the meaning and use of current social media 

language. 

3. Able to give full commitment to annotating data 
within the specified period. 

[96] 

The appointed annotator was assigned to manually annotate 
the lexicons based on the search results on the Pusat Rujukan 
Persuratan Melayu, or PRPM for short [89]. PRPM is an online 
dictionary specifically for the Malay language developed by 
DBP. It can be reached at the following link: 
https://prpm.dbp.gov.my/ . The task of the annotator is to 
identify and label the sentiment polarity of words based on the 
definition issued by PRPM and the context of its use. Fig 4 
presents some of the seed words for KA POS tag in the M-
COVIDLex that have been annotated with their proper 
sentiment polarity. 

3) Synonym expansion: In this step, all M-COVIDLex seed 

words will be expanded. This expansion aims to expand the 

coverage of M-COVIDLex seed word variations based on the 

search results in PRPM for Malay and WordNet [34] for 

English. 

a) Malay lexicon synonyms: The expansion of the Malay 

language lexicon synonyms was conducted based on the 

lexicon search results in PRPM [89] and the technique was 

manual [97]. This paper aims to standardize the expansion of 

the Malay lexicon by limiting it to level one, given the 

variability in the number of synonyms across different Malay 

lexicons. Alternative approaches to this process include 

expanding the lexicon by accepting all possible synonyms and 

antonyms. 

The first step in the expansion of the Malay lexicon 
synonyms was to conduct a lexicon search on the PRPM 
homepage. Fig 5 shows the search conducted on the PRPM 
homepage for the lexicon lupa and Fig 6 shows the search results 
for the lexicon, where there is word information consisting of its 
definition and thesaurus. The second step is to extract lexical 
synonyms up to level one only. Lexical synonyms can be 
obtained in the thesaurus section. Fig 7 shows the thesaurus for 
lupa, where the lexicon has synonyms up to level three: not 
remembering (level one), not aware (level two), and not arising 
in memory (level three). The third step is to add the level one 
synonym to the M-COVIDLex seed words. Table IV presents 
examples of synonym expansion for the lupa, layak, and usaha 
lexicon. 

 

Fig. 4. Annotation results from several seed words in the M-COVIDLex. 

 

Fig. 5. Search for lupa on the PRPM homepage. 

https://prpm.dbp.gov.my/
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Fig. 6. Search results for lupa on the PRPM website. 

TABLE IV.  EXAMPLE OF SYNONYMS EXPANSION FOR MALAY LEXICON 

M-COVIDLex Seed Words 

Malay 

Lexicon 
Malay Synonym 

POS 

Tag 
Polarity Polarity Score 

lupa tidak ingat KK Negative -1 

layak padan KA Positive +1 

usaha daya upaya KN Positive +1 

b) English lexicon synonyms: The expansion of the 

English lexicon synonyms is conducted using a lexical 

dictionary-based technique, namely WordNet [34]. However, 

this method only involves lexicons belonging to the FOR-NEG 

and FOR-POS POS tags. The reason for this is that only these 

two POS tags have the English lexicon in the M-COVIDLex 

seed word list. Algorithm 2 below presents how the English 

synonym expansion method is conducted using the WordNet 

application. 

Algorithm 2: M-COVIDLex English Synonym Expansion 

Input: seed_word M-COVIDLex, lexicon L, wordNet W, 

english_synonym Si 

Output: expansion M-COVIDLex = (L: P); 

L: lexicon, P: lexicon_polarity 

Start 

 for all L in M-COVIDLex do 

  if exist L in W then 

   add Si in M-COVIDLex 

  end if 

 end for 

End 

D. Sentiment Analysis 

Sentiment analysis is the process of deciding sentiment 
polarity score, where the technique that will be implemented in 
this paper is based on (i) grammatical rules of four Malay POS 
tags: KNF (negation), KP (intensifier), KB (auxiliary), and KH 
(conjunction), and (ii) word frequency calculations. In this 
paper, the order of importance of these four Malay POS tags are 
presumed as follows: KH > K B > KNF > KP (see Algorithm 3). 
This order is established by recognizing the significance of each 
POS tag within grammatical rules for determining sentiment 
polarity scores. For instance, KP POS tag is of the highest 
importance because of its aptitude to increase or decrease the 
strength of the polarity of post sentiment, hence found at the end 

of the order. Fig 8 shows how the sentiment analysis phase 
happens, and Table V presents the criteria of sentiment polarity 
used in this paper. 

 

Fig. 7. Lupa thesaurus on the PRPM website. 

 

Fig. 8. Demonstration of how M-COVIDLex sentiment analysis phase 

analyzes the sentiment of a text. 

Algorithm 3: M-COVIDLex Sentiment Analysis 

Input: Post S, Lexicon L 

Output: Post S, Lexicon L, Polarity P 

Start 

 if there exists L == positive in S, then 

    score L == 1; 

 else exists L == negative in S, then 

    score L == -1 

 end if 

 if there exists L == conjunction in S, then 

    classify S using conjunction rules; 

 else if exists L == auxiliary in S, then 

    classify S using auxiliary rules; 

 else if exists L == negation in S, then 

    classify S using negation rules; 

 else if exists L == intensifier in S, then 

    classify S using intensifier rules; 

 else 

    classify S using word count 

 end if 

End 

TABLE V.  SENTIMENT POLARITY CRITERIA USED IN THIS PAPER 

Sentiment Score Criteria Sentiment Polarity 

Sentiment score value > 0 Positive 

Sentiment score value = 0 Neutral 

Sentiment score value < 0 Negative 

E. Sentiment Classification 

Sentiment classification is the process of classifying posts 
according to their corresponding polarity, where in this paper, 
the post is classified into either positive (sentiment polarity score 
equal to 1), negative (sentiment polarity score equal to -1), or 
neutral (sentiment polarity score equal to 0) based on the results 
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gained from sentiment analysis phase. The sentiment 
classification technique used in this paper is a simple 
classification otherwise known as lexicon-based classification 
[89,98]. Algorithm 4 enlightens how this sentiment 
classification process is executed, and Fig 9 reveals the 
implementation results of this phase. 

 

Fig. 9. M-COVIDLex sentiment classification results. 

Algorithm 4: M-COVIDLex Sentiment Classification 

Input: Post S, Lexicon L, Positive_Word PW, Negative_Word NW, 

Conjunction_Rules RKH, Auxiliary_Rules RKB, Negation_Rules 

RKNF, Intensifier_Rules RKP 

Output: Post S, Conjunction_Rules RKH, Auxiliary_Rules RKB, 

Negation_Rules RKNF, Intensifier_Rules RKP, Lexicon_Frequency 

KL, DataFrame RD, Classification SC, Polarity_Score P, Sentiment 

LexClass 

Start 

 count total PW in S 

 count total NW in S 

     

 for every L in S 

  count frequency L == RKH 

   add frequency L in RKH [RD] 

    print P frequency L in RKH [RD] 

  count frequency L == RKB 

   add frequency L in RKB [RD] 

    print P frequency L in RKB [RD] 

  count frequency L == RKNF 

   add frequency L in RKNF [RD] 

    print P frequency L in RKNF [RD] 

  count frequency L == RKP 

   add frequency L in RKP [RD] 

    print P frequency L in RKP [RD] 

 end for 

     

 for every P in [RD] 

  count P in RKH [RD] + RKB [RD] + RKNF [RD] + RKP [RD] 

   add P in SC 

 end for 

     

 if P in SC == 0; 

  print P in LexClass == 0 

 else if P in SC > 0; 

  print P in LexClass == 1 

 else if P in SC < 0 

  print P in LexClass == -1 

 end if 

End 

IV. EXPERIMENT AND RESULTS 

The evaluation of M-COVIDLex will involve an analysis of 
sentiments from two distinct social media text corpora: a 
domain-specific corpus (the one presented in this paper) and a 
general domain corpus as referenced in [64]. 

A. M-COVIDLex 

The third phase has successfully resulted in the development 
of M-COVIDLex, a domain-specific mixed code sentiment 
lexicon. The lexicon in M-COVIDLex is restricted to two 
sentiment polarities: positive sentiment, assigned a score of +1, 
and negative sentiment, assigned a score of -1. Neutral sentiment 
lexicons with a score of 0 are excluded from the seed words of 
M-COVIDLex, as they lack sentiment value. M-COVIDLex 
contains 6,698 lexicons associated with positive sentiment and 
3,813 lexicons associated with negative sentiment. 

B. Performance Evaluation 

The performance of M-COVIDLex is initially assessed on a 
domain-specific social media text corpus, concentrating on the 
effects of government initiatives aimed at addressing public 
health emergencies on the daily routines of Malaysians. The 
experimental dataset corpus was derived from the execution of 
the second phase. This study utilized a subset of 800 posts from 
a total of 16,600 normalized posts. The selection of posts was 
conducted randomly, based on sentiment polarity, resulting in 
400 posts with positive sentiment and 400 posts with negative 
sentiment. The chosen experimental datasets are accompanied 
by confusion matrix tables to derive their values. Fig 10 
illustrates a portion of the data annotation results, while Table 
VI displays the corresponding values derived from these results. 

 

Fig. 10. M-COVIDLex data annotation results. 

TABLE VI.  CONFUSION MATRIX TABLE VALUES FOR M-COVIDLEX 

PERFORMANCE EVALUATION 

Confusion Matrix Experimental Dataset 

True Positive (TP) 274 posts 

False Positive (FP) 126 posts 

True Negative (TN) 305 posts 

False Negative (FN) 95 posts 

The values presented in Table VI serve to evaluate the 
effectiveness and quality of M-COVIDLex in sentiment analysis 
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of the experimental dataset. This paper employs the following 
evaluation metrics to assess the performance of the proposed 
sentiment lexicon: (i) error rate, (ii) accuracy, (iii) sensitivity, 
(iv) specificity, (v) precision, and (vi) F1-score. Fig 11 illustrates 
the performance outcomes of M-COVIDLex, utilising the 
confusion matrix alongside six evaluation metrics. 

Error rate. This evaluation measure was selected to assess 
the effectiveness of M-RuleScore in analysing the sentiment of 
the dataset, indicating that a lower error rate value corresponds 
to improved performance of the proposed M-RuleScore. 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =  
(𝐹𝑃 +𝐹𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
  (1) 

Accuracy. This evaluation measure was selected to assess 
the proportion of posts accurately predicted from the entire 
dataset, with a higher accuracy value indicating superior 
performance of the proposed M-RuleScore. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 +𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
  (2) 

Sensitivity. This evaluation measure was selected to assess 
the classification error of the dataset, indicating that a higher 
sensitivity value correlates with improved performance of the 
proposed M-RuleScore. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
   (3) 

Specificity. This evaluation measure was selected to assess 
the suitability of M-RuleScore for analysing the dataset, 
indicating that a higher specificity value reflects improved 
performance of M-RuleScore in analysing negative sentiments. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
   (4) 

Precision. This evaluation measure was selected to assess the 
effectiveness and robustness of the proposed M-RuleScore in 
analysing the sentiment of the dataset. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
   (5) 

F1-score. This evaluation measure was selected to assess the 
mean values of sensitivity and accuracy for the proposed M-
RuleScore in analysing the dataset’s sentiment. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
(2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)
 (6) 

 

Fig. 11. M-COVIDLex performance evaluation result. 

The performance evaluation results of M-COVIDLex 
presented in Fig 11 yield several conclusions. 

 M-COVIDLex achieved an accuracy of 72.38% in the 
analysis of the experimental dataset. The analysis 
indicates that, from a total of 800 posts by Malaysians, 
M-COVIDLex successfully evaluated 274 posts 
expressing positive sentiments and 305 posts expressing 
negative sentiments regarding the government’s 
response to the COVID-19 crisis. 

 M-COVIDLex recorded an error rate of 27.63% in the 
analysis of the experimental dataset. Of the 800 posts 
analysed concerning the government’s efforts in 
addressing the COVID-19 crisis and their impact on the 
daily lives of Malaysians, 126 posts were incorrectly 
classified as expressing positive sentiments, while 95 
posts were misclassified as expressing negative 
sentiments. 

 M-COVIDLex achieved a precision of 0.6850 in the 
analysis of the experimental dataset. The precision value 
indicates that, among the 400 posts predicted to express 
positive sentiments in the experimental dataset, only 
68.50% accurately reflected positive sentiments and 
aligned with the government’s efforts in addressing the 
COVID-19 crisis. 

 M-COVIDLex demonstrated a sensitivity of 0.7425 in 
the analysis of the experimental dataset. The sensitivity 
value indicates that, among 369 genuinely positive posts 
in the experimental dataset, only 74.25% expressed 
positive sentiments regarding the government’s efforts to 
address the COVID-19 crisis. 

 M-COVIDLex demonstrated a specificity of 0.7076 
when analysing the experimental dataset. The specificity 
value indicates that, among the 400 posts predicted to 
express negative sentiments in the experimental dataset, 
70.76% accurately reflect negative sentiments opposing 
the government’s efforts in addressing the COVID-19 
crisis. 

 

Fig. 12. Comparison of evaluation metrics between domain-specific and 

general domain social media text corpus. 

To ensure comparability in the number of posts used for 
model comparison with other datasets and for evaluating the 
performance of M-COVIDLex, the analysis was limited to 800 
posts. The performance of M-COVIDLex may be impacted by 
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this limitation. Evaluating performance across all 16,600 posts 
is likely to produce more favourable outcomes for M-
COVIDLex. M-COVIDLex effectively assessed Malaysian 
sentiment concerning the government’s response to the COVID-
19 crisis and its effects on daily life. Despite M-COVIDLex 
achieving an accuracy of 72.38 percent and an error rate of 27.63 
percent, which are lower than many leading models in sentiment 
analysis for comparable domains, the performance evaluation 
indicates that a significant majority of Malaysians approve of 
and support the government’s crisis management efforts. 

C. Model Comparison 

This section evaluates the performance of M-COVIDLex on 
the general domain social media text corpus as referenced in 
[64]. The corpus selected by [64] was generated from Malay 
social media text, focussing exclusively on the contextual use of 
Malay social media terminology without emphasising any 
specific domain. The purpose of this assessment is to evaluate 
the suitability and effectiveness of M-COVIDLex as a sentiment 
lexicon for analysing sentiment within this domain. This study 
utilised a dataset comprising 800 posts selected from a total 
corpus of 1,791 posts, with 400 posts representing positive 
sentiment and 400 posts representing negative sentiment. The 
selection of these posts was conducted randomly, determined by 
the polarity of their sentiment. Table VII presents a comparison 
of the confusion matrix values for domain-specific social media 
text versus general domain social media text. Fig 12 presents a 
comparison of the evaluation metrics for the social media texts 
analysed. 

TABLE VII.  COMPARISON OF CONFUSION MATRIX VALUES BETWEEN 

DOMAIN-SPECIFIC AND GENERAL DOMAIN SOCIAL MEDIA TEXT CORPUS 

Performance 

Evaluation 

Domain-Specific 

Social Media Text 

Corpus 

General Domain 

Social Media Text 

Corpus [64] 

Corpus size 800 posts 

Positive sentiment posts 400 posts 

Negative sentiment posts 400 posts 

True Positive (TP) 274 posts 158 posts 

False Positive (FP) 126 posts 242 posts 

True Negative (TN) 305 posts 306 posts 

False Negative (FN) 95 posts 94 posts 

The comparison of M-COVIDLex performance evaluation 
results between the domain-specific social media text corpus 
dataset and the general domain social media text corpus dataset 
[64] in Fig 12 allows for several conclusions to be drawn. 

 M-COVIDLex demonstrated superior error rates and 
accuracy on the domain-specific social media text corpus 
compared to the general domain social media text 
corpus. The observed result aligns with expectations, as 
M-COVIDLex was developed utilising lexicons that 
contain sentiment values within a domain-specific social 
media text corpus. 

 The quantity of posts exhibiting positive sentiment in 
both datasets is identical, totalling 400 posts. 
Nevertheless, the sensitivity outcomes of M-COVIDLex 
on the domain-specific social media text corpus dataset 
surpass those of the general domain social media text 
corpus dataset. M-COVIDLex accurately predicted 274 
out of 400 posts with positive sentiment in the domain-

specific social media text corpus, compared to 158 in the 
general domain corpus. Additionally, the classification 
error for M-COVIDLex in the domain-specific dataset is 
marginally lower than that in the general dataset. The 
sensitivity results indicate that M-COVIDLex effectively 
identified true positive posts and significantly minimised 
false negative posts within the domain-specific social 
media text corpus dataset. 

 The quantity of posts exhibiting negative sentiment in 
both datasets is identical, totalling 400 posts. 
Nevertheless, the specificity outcomes of M-COVIDLex 
are superior in the domain-specific social media text 
corpus compared to the general domain social media text 
corpus. Although the number of negative posts 
indicating negative sentiment in the domain-specific 
social media text corpus dataset is slightly higher than in 
the general domain dataset, the number of negative posts 
misclassified as positive in the domain-specific dataset is 
significantly lower than in the general dataset. The 
findings demonstrate that M-COVIDLex effectively 
identifies true negative posts and minimises false 
positive posts within the domain-specific social media 
text corpus dataset. 

 The precision results of M-COVIDLex are superior on 
the domain-specific social media text corpus dataset 
compared to the general domain social media text corpus 
dataset, exhibiting a difference of 29 percent. The 
findings indicate that the sentiment analysis model 
demonstrates improved accuracy in predicting true 
positive sentiment posts within the domain-specific 
social media text corpus dataset, thereby minimising the 
classification error associated with false positive posts. 
This result was anticipated, as the sentiment analysis is 
dependent on the lexicon list in M-COVIDLex. 

 The F1-score results of M-COVIDLex are superior on 
the domain-specific social media text corpus dataset 
compared to the general domain social media text corpus 
dataset. The results demonstrate that M-COVIDLex 
effectively balances the analysis of sentiment within the 
domain-specific social media text corpus dataset. 

The sentiment analysis results derived from the general 
domain social media text corpus dataset are more significant 
than those from the domain-specific social media text corpus 
dataset. This result demonstrates that M-COVIDLex, developed 
from a domain-specific social media text corpus, is exclusively 
appropriate for sentiment analysis within the same domain 
corpus. The application of this method on a general domain-
specific social media text corpus is not advisable, as the resulting 
analysis yields significantly lower outcomes and fails to offer 
any valuable insights. Despite M-COVIDLex demonstrating 
superior performance on a domain-specific social media text 
corpus, its application to analyse sentiments in other specific 
domains, such as banking, entertainment, and food, yields a low 
probability of accurate sentiment analysis results for those 
domains. The primary purpose of constructing M-COVIDLex is 
to address the public health emergency related to COVID-19 in 
Malaysia. Given that most domains possess distinct sub-
languages, the implementation of M-COVIDLex on other public 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

344 | P a g e  

www.ijacsa.thesai.org 

health emergency domain-specific corpora, such as Influenza, is 
anticipated to yield superior sentiment analysis performance 
compared to general domain corpora. The lexicon in M-
COVIDLex includes general terms related to public health 
emergencies, including vaccines, protection, monitoring, and 
prevention. The enumeration of these general terms 
demonstrates that M-COVIDLex’s contribution extends beyond 
COVID-19 to encompass other public health emergencies. 

V. DISCUSSION 

The experiments conducted in the previous section highlight 
the significance of analysing sentiment within a domain-specific 
social media text corpus dataset, utilizing a sentiment lexicon 
derived from the same corpus. The performance evaluation of 
M-COVIDLex on the social media text corpus dataset indicates 
that, despite the inclusion of 10,511 sentiment lexicons, the 
accuracy results remained below 80 percent. The limitations on 
the expansion of Malay synonyms may stem from the selection 
of only level one synonym words as seed words. Additionally, 
given that M-COVIDLex is derived from a domain-specific 
social media text corpus, it is logical that the accuracy results of 
this dataset surpass those of a general domain social media text 
corpus dataset. This analysis confirms the assertion from [55] 
that sentiment lexicons developed from domain-specific corpora 
are capable of providing high classification accuracy and 
thorough insights exclusively for that domain. The efficiency of 
the proposed method is significantly affected by the quality of 
the developed lexical dictionaries for all seven Malay POS tags 
[8]. The process necessitates the engagement of human 
resources to manually annotate the data [94], a task that is both 
time-consuming and costly, as indicated by multiple studies 
[12,29,63,99]. This proposed method may establish a baseline 
for future research on sentiment analysis of multilingual, code-
mixed, or code-switching social media texts. Future initiatives 
in safety sectors during public health emergencies require the 
creation of an application that can analyse code-mixed sentiment 
on social media. A tool of this nature would facilitate prompt 
notifications to government entities and pertinent organisations 
concerning individuals who breach movement control orders, 
rather than relying exclusively on physical enforcement 
strategies such as roadblocks. The performance evaluation 
results of the proposed method will assist industrial researchers 
and relevant agencies in comprehending the Malaysian 
sentiment regarding government-structured relief aids during 
the health crisis. The performance result can be enhanced by (i) 
utilising a larger corpus, ideally the entire dataset of 16,600 X 
posts, rather than a subset, and (ii) broadening the lexical 
dictionaries to include a greater variety of words, including 
antonyms and third-level synonyms. 

VI. CONCLUSION 

This paper outlines a method for constructing a domain-
specific mixed code sentiment lexicon, referred to as M-
COVIDLex, through the integration of corpus-based and 
dictionary-based techniques, utilising seven Malay POS tags: 
KA, KK, KAD, KN, FOR-NEG, FOR-POS, and NEG. This 
mixed code sentiment lexicon addresses the absence of a 
sentiment lexicon tailored for the public health emergency 
context, specifically regarding COVID-19 in Malaysia. The M-
COVIDLex construction method consists of five fundamental 

phases: (i) Acquiring the sentiment of Malaysians from social 
media platform X regarding the impact of government efforts in 
addressing the COVID-19 crisis on their daily lives; (ii) 
Processing the acquired data with an enhanced Malay 
Normaliser and an improved set of 46 Malay POS tags; (iii) 
Constructing a mixed code sentiment lexicon through seed word 
selection, annotation, and synonym expansion; (iv) Analysing 
the sentiments of the acquired data using grammatical rules of 
four Malay POS tags: KNF, KP, KB, and KH, along with word 
frequency calculations; and (v) Classifying the sentiments using 
a lexicon-based classification technique. The evaluation of 
sentiment classification is conducted through a confusion matrix 
and six metrics: error rate, accuracy, sensitivity, specificity, 
precision, and F1-score. The performance evaluation of the 
proposed M-COVIDLex on the domain-specific social media 
text corpus dataset exceeds its performance on the general 
domain social media text corpus dataset. 
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