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Abstract— In the digital age, online shoppers heavily depend 

on product feedback and reviews available on the corresponding 

product pages to guide their purchasing decisions. Feedback is 

used in sentiment analysis, which is helpful for both customers 

and company management. Spam feedback can have a negative 

impact on high-quality products or a positive impact on low-

quality products. In both cases, the matter is bothersome. Spam 

detection can be done with supervised or unsupervised learning 

methods. We suggested two direct methods to detect feedback 

orientation as ‘spam’ or "not spam", also called "ham," using 

the deep learning model and the LSI (Latent Semantic Indexing) 

technique. The first proposed model uses only dense layers to 

detect the orientation of the text. The second proposed model 

uses the concept of LSI, an effective information retrieval 

algorithm that finds the closest text to a provided query, i.e., a list 

containing spam words. Experimental results of both models 

using publicly available datasets show the best results (89% 

accuracy and 89% precision) when compared to their 

corresponding benchmarks. 

Keywords—Spam; supervised learning methods; unsupervised 

learning methods; LSI; dense; deep learning 

I. INTRODUCTION 

The company is shocked when there is a complaint about 
their high-quality product. How did they find the complaint? 
Obviously, from the webpage concerned with the feedback of 
the customer, if a complaint is factual, it can be found in a 
product; if not, these types of comments degrade the product's 
star rating or sentiment score. Before sentiment analysis, these 
comments or reviews should be filtered. These reviews can be 
considered spam. Researchers have done much work to 
separate spam from the given reviews [1]. Most spam is 
delivered as emails, so there should be a strong filter to detect 
the spam. 

Classifiers trained using a combination of features are 
more effective than those learned using only one type of 
feature [2]. A machine learning algorithm has also been 
investigated for filtering spam emails [3]. Most supervised 
machine learning algorithms are not suitable for spam 
detection due to the lack of features or words that indicate the 
hint that the review is actual or not [4]. Although Support 
Vector Machines (SVM) is an important and powerful 
technique for detecting reviews as spam. However, for big 
data, the efficiency of SVM is reduced because of the many 
data processing complexities [5]. 

Unsupervised learning algorithms has also been 
investigated for spam detection such as clustering algorithm  
[6] has proved that these algorithms are well suited for spam 
clustering. A novel unsupervised text mining model was 
developed and integrated into a semantic language model for 
detecting untruthful reviews [7]. Unsupervised methods are 
currently unable to match the performance of supervised 
learning methods, research is limited, and results are 
inconclusive, warranting further investigation [8]. 

Deep learning is a new trend, through which classification 
can be done in a very descent way. This learning can be 
learned automatically, without predefined knowledge 
explicitly coded by the programmers. Although previous work 
which has been done on spam detection is based on 
bidirectional LSTM (Long Short Term Memory) [9] a 
resource hunger technique. The proposed work develops a 
simple sequential dense layer’s model using scaling of data to 
detect spam text and found best performance, which require 
less computational processing. 

The supervised learning approach employs training data 
based on labels (“ham” and "spam") sent to a classifier, which 
detects “spam” using this learned corpus. Unsupervised 
learning, on the other hand, necessitates the discovery of rules 
and patterns from supplied data. Both techniques need a 
significant amount of work, but, in this case, the suggested 
methodology does not necessitate the use of training data or 
rules. Latent Semantic Indexing was used to filter the "spam" 
and "ham" (not-spam), reviews. LSI is simple to comprehend, 
execute, and employ. When compared to other approaches, the 
results of LSI are far more precise and speedier. It seeks the 
most representational, rather than the most discriminative, 
qualities for document representation [10] The manually 
compiled Spam Words (SW) list includes 956 entries, which 
might be used in spam reviews [11]. This study makes the 
following key contributions: 

 A method has been suggested to make a sequential 
deep learning model with scaling that can tell when 
text is spam. 

 A method is proposed to detect reviews as either 
"spam" or "ham" using Latent Semantic Indexing (LSI) 
with an Automatic Generated Query (AGQ) that serves 
as a major input to LSI. Hence, there is no need to 
provide a separate query. 
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A. Significance of the Study 

This study emphasizes the critical importance of 
maintaining the integrity of customer feedback systems by 
filtering spam reviews. Genuine feedback is essential for 
ensuring accurate product sentiment scores and star ratings. 
By addressing the issue of spam detection, the research 
highlights how filtering out non-factual reviews can prevent 
negative impacts on product perception. Additionally, the 
study advances the field by exploring modern machine 
learning and deep learning techniques, demonstrating their 
potential to improve spam detection accuracy while 
overcoming computational challenges in handling large 
datasets. These innovations contribute to more reliable 
systems for analyzing customer reviews. 

B. Key Contributions 

The study makes several notable contributions to the field 
of spam detection. First, it proposes a sequential deep learning 
model with data scaling, which not only achieves high 
performance but also requires significantly lower 
computational resources compared to traditional methods. 
Second, it introduces the integration of Latent Semantic 
Indexing (LSI) with an Automatic Generated Query (AGQ), 
enabling the filtering of "spam" and "ham" reviews without 
the need for a predefined query. This innovation simplifies the 
detection process and improves efficiency. Lastly, the research 
demonstrates that LSI outperforms existing approaches by 
providing more precise and faster results, focusing on 
representational features for document representation rather 
than solely discriminative ones. 

C. Research Gap 

Despite substantial progress in spam detection, significant 
gaps remain in existing methodologies. Supervised machine 
learning methods often fail to achieve optimal results due to 
insufficient features or words that indicate the authenticity of 
reviews. Additionally, Support Vector Machines (SVM), 
though recognized as a powerful technique, face reduced 
efficiency when dealing with large datasets because of data 
processing complexities. While unsupervised learning 
methods, such as clustering algorithms, have shown potential, 
their performance is still inferior to supervised techniques, and 
research in this area is limited and inconclusive. Furthermore, 
current deep learning approaches, such as bidirectional 
LSTMs, are resource-intensive, highlighting the need for 
simpler yet effective models that can be practically 
implemented for large-scale spam detection tasks. 

II. RELATED STUDY 

Deep learning has gained significant prominence across 
various research domains, including applications in natural 
image processing [12], electricity theft detection [13], 
diagnosis of human and animal diseases [14][15], and 
sentiment analysis [16]. 

For Sentiment analysis, filtration of objective reviews not 
necessary but also filtration of spam reviews will also increase 
the accuracy of sentiment analysis. With respect to sentence 
polarity, there is lot of studies  which is about determining the 
sentiment orientation of a review or comment [17]. Sentiment 
orientation means that a positive opinion will be an exact 

positive, and a negative opinion will be an exact negative [18]. 
The view, assessment or feeling of a person towards a product, 
aspect [19], or service is known as a sentiment. Most of the 
work on reviews or blogs is based on sentiment analysis based 
on binary classification i.e. positive or negative classes [20]. 
As text classification is done using machine learning based 
[21], deep learning based [22] and score based approaches 
[23]. Training data is used in machine learning and deep 
learning approaches while different rules based on attributes 
and entities are used in other methods. To find polarity of 
opinion based on aspects, lot of researches has been done to 
extract aspect and aspect based sentiment analysis [24]. 
Besides machine learning, lot of sentiment analysis work has 
also been done by deep learning from different dimensions 
[25]. Work of [26] used word2vec to reduce number of 
parameters by considering of bag of words in deep learning. 
Authors [27] investigated the impact on performance over 
multiple runs by changing hyper parameters for convolutional 
neural network. OpCNN model based on k-max pooling was 
presented in [28] by considering word order problem of 
Chinese. Sentiment classification on tweets to detect tweet as 
either positive or negative was implemented by LSTM neural 
network [29]. 

Different research techniques are available for spam 
filtration such as filtering Technique based on content [30], 
spam filtering technique based on heuristic rules [31], spam 
filtering technique based on previous likeness [32], adaptive 
spam detection [33] etc. There are many proposed email 
classification techniques, which detect the spam emails such 
as case-based technique [9], ANN (Artificial Neural 
Networks) [34] and SVM (Support-Vector-Machine) [35]. For 
this purpose LSI (Latent Semantic Indexing) is better [36]. For 
clustering purpose LSI has also been considered to filter 
unwanted emails in Chinese and English [37][38]. 

III. PROPOSED METHODOLOGY 

Generally, tasks of proposed work consist of different 
steps shown in Fig. 1. Manual Feature extraction work 
excluded in deep learning because it is responsibility of deep 
learning model-training to handle it automatically. 

 
Fig. 1. Steps of proposed work. 
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The used dataset consists of two columns; one contains 
text, and the other has a decision as spam or ham [2]. The data 
set contains 20718 texts, of which 10369 are spam and 10349 
are ham. The preprocessing process removes irrelevant 
opinions, duplicate words, extra spaces, and stop words. It 
also involves tokenization, converting all words into lower 
cases, contractions, stemming, and lemmatization. The one-
hot encoding process is used to convert categorical variables 
into a form that the machine can easily read. The one-hot 
encoding performs better in prediction. The proposed work 
package from TensorFlow. The next step is embedding and 
padding, where a large sparse vector represents each word 
with a score (representing an entire vocabulary), and padding 
adds zeros at the end or start of the sequence to make the 
sample the same size as the sequence. The proposed work uses 
embedding and pad sequences packages from TensorFlow. 

To train proposed model, we require training data which is 
a complete set of dependent (Y) and independent (X) 
variables, across a model can learn. Proposed model has used 
train_test_split package for this purpose. 

A. Model Training on Dataset 

This model consists of only dense layers. The name 
indicates that layers are fully connected through the neurons in 
a network layer. Each neuron in a layer collects input from all 
the neurons that appeared in the previous layer, thus, they are 
densely attached. Fitting of model is shown in Fig. 2. 

 

Fig. 2. Model structure of dense layers. 

B. Training of Model without Scaling 

A simple sequential model has been created with four 
dense layers. First and last layers are input and output layers 
and remaining two are hidden layers. Description of model is 
given below in Table I. 

TABLE I. SUMMARY OF MODEL 

Model: “sequential” 

Layer (type)                 Output Shape              Param #    

dense     (Dense)                (None, 400)                160400        
dense_1 (Dense)               (None, 20)                   8020        

dense_2 (Dense)               (None, 15)                   315        

dense_3 (Dense)              (None, 1)                       16         

Total params: 168751 

Trainable params: 168751 
Non-trainable params: 0 

First three layers are using activation function ‘relu’ and 
output layer is using activation function ‘softmax’. A 
'binary_crossentropy' loss function is used, because ‘spam’ or 
‘ham’ is a binary problem. Proposed model has been compiled 
using ‘adam’ optimizer, because we are using batch option 
and there also there is neither ‘vanishing gradient problem’ 
will occur nor ‘dead neurons’ will occur. Different attempts 
have been made to achieve high accuracy based on epoch and 
batch size. But achieved 69% at 100 epochs with 40 batch-size 
shown in Table II. 

TABLE II. ACCURACIES OF MODEL (WITHOUT SCALING) WITH DIFFERENT 

ATTEMPTS 

Epochs Batch Size Accuracy 

10 40 0.63 

50 40 0.68 

100 40 0.87 

100 100 0.86 

C. Training of Model with Scaling 

Here scaling concept is used to enhance the accuracy. 

To normalize the range of independent variables, scaling 
feature is used. Its basic purpose is to convert the whole 
independent variables into range 0 to 1, because this range is 
very suitable for deep learning models [39]. 

TABLE III. ACCURACIES OF MODEL (WITH SCALING) WITH DIFFERENT 

ATTEMPTS 

Epochs Batch Size Accuracy 

10 40 0.80 

50 40 0.88 

50 100 0.84 

Previous Work[28]        0.82 0.82 

Different attempts have been made to achieve high 
accuracy based on epoch and batch size, shown in Table III. 
And achieved 88% at 100 epochs with 40 batch-size. 
Remaining measures of confusion matrix are given below in 
Table IV. Performance of model with respect to loss and with 
respect to accuracy is shown in Fig. 3. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

383 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Performance of model with respect to Loss and Accuracy. 

TABLE IV. DIFFERENT MEASURES OF CONFUSION MATRIX 

Proposed Work            Precision    Recall    F1-score 

0                               0.93      0.83      0.87 

1                               0.80      0.92      0.86 
weighted avg            0.87      0.88      0.87 

Previous Work[28]           0.82       0.78       0.80 

opCNN [28] achieved 84% accuracy while proposed deep 
learning model achieved 88% accuracy. Furthermore, since 
deep learning models require a lot of resources such as Keras, 
TensorFlow, Activation Functions, etc., further supervised and 
unsupervised machine learning models also earn 
unsatisfactory accuracy for spam detection. In contrast, the 
proposed LSI technique is comparatively effective. 

IV. SPAM DETECTION USING LSI 

Major inputs to the proposed model are "reviews" and 
"automatically generated queries" (AGQ). After processing 
through LSI, the output is measured in terms of scores. A 
decision based on these scores will be made, i.e., whether the 
review is spam or not. Here, the classification category is 
"spam" and "ham" (not spam). The decision depends upon the 
pivot value; in the result section, we made different attempts 
to find the pivot value. If the score of each review is greater 
than the pivot value, it will be considered "spam," otherwise 
"ham." The whole process is depicted in Fig. 4. 

 

Fig. 4. Proposed framework. 

A. Latent Semantic Indexing 

The LSI proposed by [40] is an efficient information 
retrieval algorithm. In LSI, there is a cosine similarity 
measurement between the coordinates of a document vector 
and the coordinates of a query vector. The result of cosine 
similarity measurement "1" means the document is 100% and 
the result of cosine similarity measurement "0" means the 

document is very far from a query. A feature matrix from the 
frequencies of all words in the documents and query will be 
formed, and singular value decomposition (SVD) will be 
calculated from this matrix. Singular value decomposition 
(SVD) can be used to determine the coordinates of the 
documents and the query. Three matrices, S, V, and U can be 
easily extracted from SVD. The document coordinates will be 
determined from S and V as depicted in the algorithm shown 
in Fig. 5. Finally, a cosine similarity function is applied to 
these coordinates to find the texts that best match the spam 
query [41]. Based on LSI techniques algorithm for proposed 
work is shown in Table V. 

TABLE V. ALGORITHM FOR SPAM DETECTION USING LSI 

Function LSI (AllReviews, AGQ) 

1. Matrixf: Frequency Matrix from AllReviews 

2. Matrixq:  Query Matrix from AGQ from List of 
Spam words and Reviews 

3. V, S, U = numpy.linalg.svd(Matrixf ) 

4. UK = Rank 2 Approximation of U 
5. VK = Rank 2 Approximation of V 

6. SK  = Rank 2 Approximation by taking two columns 

and two rows of S 
7. CoorR: Each row of V relates to Coordinates of a 

Review 

8. Query Coordinates: Coorq = (Matrixq)TUkSk-1 
9. Find dot product of Coorq with each document 

coordinates CoorR 

10. ⋃ ( 𝐶𝑜𝑜𝑟𝑅, 𝐶𝑜𝑜𝑟𝑞)  = 𝑚
𝑥=1

∑ 𝐶𝑜𝑜𝑟𝑅(𝑖) ∗ 𝐶𝑜𝑜𝑟𝑞(𝑖)𝑛
𝑖=1

√∑ (𝐶𝑜𝑜𝑟𝑅(𝑖)2𝑛
𝑖=1  √∑ (𝐶𝑜𝑜𝑟𝑞(𝑖)2𝑛

𝑖=1

 

11. Return (Score of all Documents) 

End Function 

B. Preprocessing 

First of all, it is very necessary to remove noise from the 
reviews, Eq. (1), Eq. (2), Eq. (3) and Eq. (4) are used to filter 
the reviews based on stop words and negations. 

𝑅 = ⋃ 𝑅𝑥
𝑛
𝑥=1    (1) 

 𝐶(𝑥) = ⋃ 𝑅𝑖
𝑛
𝑖=1       (2) 

𝐹𝐶(𝑥) = ⋃ {𝐴𝑛𝑡𝑜𝑛𝑦𝑚𝑒 (𝐶𝑖) ,    𝑖𝑓 𝐶𝑖−1 ∉ 𝑁𝑒𝑔𝑎𝑡𝑖𝑜𝑛𝑠𝑛
𝑖=1   (3) 

𝐹𝐶(𝑥) = ⋃ {𝑇𝑖  ,    𝑖𝑓 𝑇𝑖 ∉ 𝑆𝑡𝑜𝑝𝑊𝑛
𝑖=1                (4) 

where x = 1, 2, 3…n, StopW means stop words, R 
represents the total number of reviews, C(x) represents the 
chunks of the xth reviews, and FC(x) represents the filtered 
chunks of the xth reviews. 

C. AGQ (Automatic Generated Query) 

All reviews I and a list of spam words (SW already 
identified in the introduction) are major inputs for AGQ. The 
intersection of chunks of each review and spam words (SW) 
will be determined. Then this list will be updated with AGQ as 
a union. If a chunk does not belong to SW, then it will be 
checked in the dictionary (WordNet). If this chunk is not 
present in the dictionary, then it will also be added in AGQ as 
a union. Because sometimes spam reviews also contain 
meaningless words. Since the motive of the proposed model is 
to find those reviews close to spam words, i.e., AGQ, the 
whole process is shown in Fig. 6, and the creation of AGQ has 
been portrayed in Eq. (5) and Eq. (6). 
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Fig. 5. Process for generating automatic query. 

𝐴𝐺𝑄 = ⋃ {𝐹𝐶(𝑥)𝑖  ,    ⋃ .𝑛
𝑖=1  𝑖𝑓 𝐹𝐶(𝑥)𝑖 ∈ 𝑆𝑊𝑛

𝑥=1  (5) 

𝐴𝐺𝑄 = 𝐴𝐺𝑄 UNION ⋃ {𝐹𝐶(𝑥)𝑖  ,    ⋃ .𝑛
𝑖=1  𝑖𝑓 𝐹𝐶(𝑥)𝑖 ≠𝑛

𝑥=1

𝑆𝑊 𝐴𝑁𝐷 𝐹𝐶(𝑥)𝑖 ≠ 𝑊𝑜𝑟𝑑𝑁𝑒𝑡                (6) 

where x = 1, 2, 3…n and 𝐹𝐶(𝑥)𝑖 means ith words of xth 
review.  AGQ contains those words from all reviews which 
belongs to SW (spam words) and those which does not belong 
to wordnet dictionary. 

D. Scoring 

Already we have determined FC(x) and AGQ. Now Eq. 
(7) will find the score of each review FC(x) with spam-query 
AGQ. 

𝐿𝑆𝐼(𝑆𝑐𝑜𝑟𝑒)𝑥=⋃ (𝐿𝑆𝐼𝑥  (𝐹𝐶(𝑥), 𝐴𝐺𝑄))   𝑛
𝑥=1   (7) 

Decision 

If LSI score is greater than pivot value, it means review is 
‘spam’ because it is closest with spam query otherwise 
considered as ‘ham’. Following equation Eq. (8) is used for 
filtering purpose. 

𝑅𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥) =

⋃ {
𝑠𝑝𝑎𝑚𝑥   , 𝑖𝑓  (𝐿𝑆𝐼(𝑆𝑐𝑜𝑟𝑒) 𝑥) >  𝑃𝑖𝑣𝑜𝑡 𝑉𝑎𝑙𝑢𝑒)

ℎ𝑎𝑚𝑥   ,                                                        𝑒𝑙𝑠𝑒   
  

      

𝑛
𝑥=1  (8) 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The SMS Spam Collection is a set of SMSs tagged 
messages that have been collected for SMS Spam research  
[42]. It consists of column v1 and v2. Column v1 contains 
5,574 English messages with label ‘ham’ and ‘spam’ and 
column v2 contains the text of message. The sample listing of 
the said datasets is presented in Table VI. 

TABLE VI. SAMPLE SMS FROM DATASET 

v1 v2 

ham Absolutely wonderful – silky and sexy and comfortable 

ham This dress is perfection! So pretty and flattering. 

Ham 

Super cute and comfy pull over. Sizing is accurate. Material has a 

little bit of stretch. 

Ham Loved this top and was really happy to find it on sale! 

Spam 100 dating service call 09064012103 box334sk38ch 

spam 

FREE entry into our 250 weekly competition just text the word 

WIN to 80086 NOW 18 T&C wwwtxttowincouk 

spam 

XXXMobileMovieClub To use your credit click the WAP link in 
the next txt message or click here httpwap 

xxxmobilemovieclubcom?n=QJKGIGHJJGCBL 

spam 

500 New Mobiles from 2004 MUST GO Txt NOKIA to No 89545 

& collect yours today From ONLY 1 www4tcbiz 2optout 
08718726270150gbpmtmsg18 

A confusion matrix [43] is formed from the four outcomes 
produced as a result of binary classification. A binary 
classifier predicts all data instances of a test dataset as either 
‘spam’ or ‘ham’. This classification (or prediction) produces 
four outcomes -true spam (TS), -false spam (FS), -true ham 
(TH) and -false ham (FH). 

Here, in start 0.7 was considered as pivot value, then 
achieved accuracy was 84%, at pivot values 0.8 & 0.9 
accuracy was 88% while at 0.99 accuracy was 54%. So, 0.8 or 
0.9 can be considered as pivot value as shown in Fig. 7. 
Graphs of Confusion matrices at different scores in Fig. 6, also 
predict that values greater or equal to 0.8 and less or equal to 
0.9 can be considered as pivot value. 

 

 

Fig. 6. Confusion matrices at all selected scores. 
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Fig. 7. Accuracies at different scores. 

Table VII shows some of sampled documents based on 
proposed method to detect text as ‘ham’ or ‘spam’ using LSI-
score greater than pivot values 0.8 and 0.9. 

TABLE VII. SAMPLE OF DOCUMENTS WITH LSI SCORES GREATER THAN 0.8 

AND 0.9 

S.
No 

Revi
ews 

LSI 
Score 

Act
ual  

Detected Based                          on           
Score > 0.8 

Detec
ted 

Base

d on                              
Score 

> 0.9 

1 d[0] 0.999

82 

Ha

m 

Spam 
spam 

2 d[1] 0.337
082 

Ha
m 

Ham 
ham 

3 d[2] 0.492

025 

Ha

m 

Ham 
ham 

4 d[3] 0.491

148 

Ha

m 

Ham 
ham 

5 d[4] 0.989

738 

Ha

m 

Spam 
spam 

6 d[5] 0.551

706 

Ha

m 

Ham 
ham 

7 d[6] -
0.181

23 

Ha
m 

Ham 
ham 

8 d[7] -
0.215

59 

Ha
m 

Ham 
ham 

9 d[8] 0.271

523 

Ha

m 

Ham 
ham 

10 d[9] 0.431
423 

Ha
m 

Ham 
ham 

20 d[82] 0.975

451 

Spa

m 

Spam 
spam 

21 d[83] 0.976
627 

Spa
m 

Spam 
spam 

22 d[84] 0.976

538 

Spa

m 

Spam 
spam 

Now at detected pivot values, proposed model achieved 
0.89 precision and 0.88 recall as shown in Table VIII. 

TABLE VIII. STATISTICAL RESULTS AT DIFFERENT PIVOT VALUES 

Pivot 

Values 

Class 
Precision Recall 

F1-

Score 

0.8 

Ham 0.97            0.80         
0.87         

0.80          0.80         
0.87         

0.87            
0.80         

0.87         

Spam 
0.80         0.80         

0.87         

0.97            0.80         

0.87         

0.88       

0.80         
0.87      

Avg 0.89       0.80         

0.87    
0.88 

0.88 

0.9 
Ham  0.96 0.81 0.88 

spam 0.81 0.96 0.88 

avg 0.89 0.88 0.88 

Recently accuracies of supervised learning approaches have 
been increased, while unsupervised approaches are still 
working on increasing the efficiency. Because major used 
source are spam words, which are not only present in spam-
text while also in ham-text. Table IX is showing that proposed 
model gained high performance with respect Supervised, 
Unsupervised, Combined and Active Learning. 

TABLE IX. COMPARISON WITH DIFFERENT APPROACHES 

Methods Precision Accuracy 

Supervised Learning Methods  49% 78% 

Unsupervised Learning Methods 

 
42% 80% 

Combined Approach 

 
 

64% 83% 

Adaptive Resonance Theory (ART) 

 

 

75% 89% 

Active Learning 87% 88% 

Proposed Work 89% 89% 

Pivot Value-1
(0.7)

Pivot Value-2
(0.8)

Pivot Value-3
(0.9)

Pivot Value-4
(0.99)

Accuracies 0.84 0.89 0.89 0.54

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Accuracies
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VI. CONCLUSION 

Spam is a serious issue that is not just annoying to the end-
user but also financially damaging and security risks. In this 
paper, state-of-the-art models and LSI model were 
experimented against the task of detecting spam emails.  To 
validate the generalization capabilities of the proposed 
method, its experimental results have been compared with 
CNN and OPCNN models. CNN achieved 82% and opCNN 
achieved 84% accuracy while proposed deep learning model 
achieved 88% accuracy. Although accuracy of proposed 
model is less than the accuracy of another base line whose 
accuracy is 96% (Spam with Deep Model). But this work uses 
bidirectional LSTM, which is computationally expensive and 
also uses reviews with sequence length less than 300 with 
dataset length 5000. Proposed work has been implemented on 

20718 lengths of dataset also containing reviews with length 
more than 300. 

Another less computationally expensive proposed model 
has been implemented using LSI concept to detect ‘spams’ 
from given data. The major theme of this work is to avoid 
laborious work for detecting patterns and making rules and 
implementation from machine learning methods.  Based on 
the experimental results through confusion matrix, it found 
that results generated from the proposed method show a 
significant improvement from existing techniques related not 
only to precision and accuracy, but also to recall and f1-score 
which are 88% shown in Table IX. Fig. 8 shows that the 
proposed work provides better results than previous 
approaches. 

 

Fig. 8. Comparison of proposed LSI work with alternative approaches. 

VII. LIMITATIONS AND FUTURE WORK 

This study demonstrates significant progress in spam 
detection; however, certain limitations remain that open 
avenues for future research. The dataset used in this study 
comprises 5,574 English-language messages, which, while 
effective for the current analysis, limits the generalizability of 
the findings. Future work could focus on increasing the dataset 
size and incorporating data from other languages to improve 
model robustness and applicability across diverse linguistic 
contexts. Additionally, the automatic query process in this 
work relies on the WordNet dictionary. While effective, the 
exploration of other dictionaries or lexical resources could 
enhance the flexibility and accuracy of the query generation 
process. The pivot value of 0.7, achieved with the current 
dataset size, may vary with larger or smaller datasets, 
suggesting the need for further investigation into optimal pivot 
values for datasets of different sizes. 
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