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Abstract—Automatic Currency Recognition (ACR) has a 

significant role in various domains, such as assessment of visually 

impaired people, banking transactions, counterfeit detection, 

digital transformation, currency exchange, vendor machines, etc. 

Therefore, developing an accurate ACR system enhances 

efficiency across several domains. The contribution of this paper 

is three-fold; it proposed a large dataset of 2799 images and seven 

denominations for Jordanian currency recognition. The second 

contribution proposed an efficient multiscale VGG net to 

recognize Jordanian currency. Third, popular CNN architectures 

on the proposed dataset will be evaluated, and the result will be 

compared with the proposed architectures. Four metrics were 

used in the evaluation. The experimental result showed the 

accuracy of the proposed Multiscale VGG outperformed VGG16, 

DenseNet121, ResNet50, and ResNet101 and achieved 99.88%, 

99.88%, 99.89%, and 99.98% accuracy, precision, sensitivity, and 

specificity. 

Keywords—Automatic currency recognition; deep learning; 

VGG 

I. INTRODUCTION 

Currency recognition uses image processing techniques to 
identify currency. People use currency in their daily lives, and it 
is important to develop an automatic way to recognize it [1]. 
Currency recognition systems have many applications, such as 
ATM machines, vendor machines, money exchange shops, bank 
systems, blind people's assistants, and the detection of fake 
currency [2]. According to a study in 2020, 43.3 million people 
were blind, and 258 million had low vision ability, most of them 
from developing and poor countries [3]. 

Deep learning approaches showed super results in the image 
processing field [4]. Many approaches in the literature were 
proposed to develop currency recognition systems for different 
currencies worldwide. There are more than 180 currencies 
worldwide, and each country has its specifications for currency 
in terms of size, paper, pattern, and color [5]. Here is a shortage 
of publicly available datasets for Jordanian currency1. 

This study reviews the literature on Jordanian currency 
recognition and proposes a new dataset that includes 2799 
images representing seven denominations of Jordanian 
currency. The proposed dataset includes paper banknotes and 
metals. Moreover, the proposed dataset is evaluated on different 
Deep learning architectures, and some of these architectures 
were modified to improve recognition accuracy. 

The paper is organized as follows: Section II reviews the 
related work in automatic currency recognition. Section III 
presents the materials and methodology. This includes the 

proposed dataset, the CNN architectures used, and the proposed 
Multiscale VGG. Implementation Details are described in 
Section IV. It consists of an experimental environment, model 
parameter settings, performance metrics, and experimental 
results. Finally, Section V concludes the paper. 

II. RELATED WORKS 

A. Recognition of Currency 

Due to rapid technological advancement, many applications 
require automatic currency recognition, such as detecting fake 
currency in vending machines and ATMs and assisting visually 
impaired persons [6]. 

Many approaches were proposed in the literature to address 
automatic currency recognition; some of them used traditional 
methods such as histogram analysis, edge detection, descriptors-
based features like Histogram of Oriented Gradients (HOG) [7], 
Speeded-Up Robust Features (SURF) [8] and Scale-Invariant 
Feature Transform (SIFT) [9]. After extracting the image 
features, the simple way to predict the class label is to use 
Template matching between the extracted features and the 
predefined feature. Support Vector Machines (SVM), k-nearest 
Neighbors (k-NN), and Random Forests are also used by many 
approaches to classify the extracted features. These traditional 
approaches are usually computationally efficient but could 
struggle with challenged images with noise such as lighting, 
clutter, occlusion, orientation and background; moreover, they 
extracted a limited number of features [10] [11]. 

Deep learning has shown superior results in image 
recognition during the last few years. Many CNN architectures 
have been proposed and used broadly in image processing and 
computer vision applications, such as VGG [12], DenseNet121 
[13], Reset [14], and Inception V3 [15]. It is reported that deep 
learning achieved high accuracy in automatic currency 
recognition [16] [17] [18][19]. 

B. Literature Review 

Automatic currency recognition is significant in people's 
daily lives, helping blind people or those with vision problems, 
automatic selling machines, detecting fake bank notes, and 
banking applications. Therefore, many approaches were 
proposed to address this problem. 

The study in [2] proposed a system to recognize Indian real 
currency from fake; the system starts with noise removal by 
converting the image into a grayscale image and resizing it into 
a fixed dimension. Then, the image histogram is extracted, and 
template matching is used to determine whether the currency is 
real or not. 

1https://drive.google.com/drive/folders/1faAhWB7B8CohvTBTAxhNp5C
2m4HuPa8A 
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The study in [20], developed a mobile application to 
recognize Yemeni paper currency. 1600 images and four 
currency denominations were used. The images trained on the 
MobileMe architecture, a group of images ranging from 18 to 
29, were used to evaluate the model accuracy; the model 
achieved 100% accuracy. 

The study in [21], proposed an approach to recognize three 
Nigerian paper currencies. The approach is based on a color 
histogram for feature extraction and a rule-based technique for 
image classification. The dataset includes 300 images, and the 
approach achieved 98.66% accuracy. 

The study in [16] is employed to recognize Indian banknotes. 
Four CNN architectures were implemented using a basic 
sequential model, VGG 16, AlexNet, and MobileNet 
architectures were trained and tested on a dataset of 1270 
images. The approach achieved 97.98%, 92.81%, 89%, and 
71.66% on the four architectures, respectively. 

The research [22] developed an approach to recognizing US 
banknotes. The approach is based on the Speeded-UP Robust 
Features (SUFR) descriptor and uses template matching to 
recognize currency. 

The research [23] developed a banknote recognition system 
for three countries: the US, Egypt, and Saudi Arabia. SURF was 
used for key-point detection, a histogram of oriented gradients 
(HOG), and the scale-invariant feature transform (SIFT) were 
used to describe the features. A support Vector Machine (SVM) 
was used to classify the features into 12 classes of currency 
denominations. The system achieved a 99.2% accuracy rate. 

The study in [24] developed a system using Python and 
Raspberry Pi to distinguish original and counterfeit 100 NTD; 
Mean Gray Values (MGVs) were analyzed in specific regions; 
these regions represent note security regions. 

The research in [25] proposed an open dataset for the Indian 
currency. The dataset includes 5125 images resized into 1280 × 
768 pixels, captured by a Galaxy A33 5G and Apple iPhone 6. 
The dataset includes four denominations (10, 20, 50 and 100 

Rupees), including the new and old shapes of these 
denominations. 

Faster R-CNN and YOLOv5 [17] were trained to recognize 
rupiah banknotes. A dataset of 1120 images that represent eight 
classes is used to make the comparison. R-CNN and YOLOv5 
achieved accuracies of 98.65% and 82.1%, respectively. 

The study in [18] proposed CNN architecture to predict four 
currencies: the US dollar, Euro, Jordan dinner, and Korean won. 
The architecture is an improved version of YOLO-v3 
architecture. It consists of 69 conventional layers. The model 
was evaluated on a dataset of 21,020 images and achieved an 
accuracy of 83.96%. The Jordanian currency includes nine 
denominations, and the images are 1024×1024 pixels. 

III. MATERIALS AND METHODOLOGY 

A. Proposed Dataset 

The dataset was collected from college students whose ages 
ranged from 18-22. The students used their phones, which have 
various characteristics. Each person was asked to capture the 
currency on both sides, and each side was captured from two 
angles. 

Fig. 1 shows sample pictures from each denomination. The 
captured images were taken in different conditions of lighting, 
orientation, background, sizes, and quality. The images include 
many challenges, such as background objects, some parts of the 
currency not being captured, being taken from different 
distances, some parts of the currency being damaged, being 
captured in different lighting conditions, and being captured 
from different phones. The captured images were resized into 
448×448 pixels. The dataset includes 2799 images with JPEG 
formats represent seven denominations of the Jordanian 
currency as follows: 50JD: 409 images, 20JD: 397 images, 
10JD: 419 images, 5JD:419 images, 1JD: 425 images, 50 
piasters: 363 images, 25 piasters: 367, as shown in Fig 2. The 
Jordanian banknotes and coins have old and new shapes, and 
both are used now. There are differences in the color, security 
features, and regions, as shown in Table I which makes it 
difficult to recognize them. 

 

(a) 

 

(b) 
 

(c) 

 
(d) 

 

(e) 

 

(f) 

 

(g) 

 

Fig. 1. Sample pictures from the proposed Jordanian currency dataset including images taken under different conditions: (a) 25 piasters (b) 50 piasters (c) 1JD 

(d) 5 JD (e) 10JD (f) 20 JD (g) 50 JD. 
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Fig. 2. Number of collected samples for each currency unit. 

TABLE I. SAMPLE PICTURES FROM OLD AND NEW SHAPES FOR THE CURRENCIES IN JORDAN 

Denomination Old shape New shape 

25 piasters 

  

50 piasters 

  

1JD 

  

5JD 

  

10JD 

  

20JD 

  

50JD 
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B. CNN Architectures 

A set of popular CNN architectures was adopted in this 
paper. VGG has a simple structure and is considered a baseline 
for image classification tasks. ResNet shows a significant result 
when training deep networks with residual connections. 
DenseNet121 improved feature reuse by concatenating features 
from different layers. 

The research in study [12] VGG developed at the University 
of Oxford by the Visual Geometry Group (VGG) in 2015. They 
studied the effect of increasing the number of convolutional 
layers from 16 to 19. The architecture achieved state-of-the-art 
on the ImageNet Challenge 2014. VGG16 has a simple and 
effective structure; it includes a sequence of five blocks. Each 
block consists of two to four convolutional layers followed by a 
max pooling. Finally, the features are flattened using four fully 
connected layers. The last layer represents the number of 
classes. The convolutional layers are 3×3 windows, and filter 
sizes range from 64 to 512. The max pooling is a window of 2×2 
to reduce the feature size to half. Relu is used for activations, 
Table II explains the architecture of VGG16 model. 

TABLE II. THE ARCHITECTURE OF VGG16 

Layer Type 
Filter 

Size 

Number 

of 

Filters 

Output Size Details 

Input - - 224×224×3 RGB image input 

Convolution 

(x2) 
3×3 64 224×224×64 

Two 3×3 conv layers 

with ReLU 

Max 
Pooling 

2×2 - 112×112×64 Stride 2 

Convolution 

(x2) 
3×3 128 112×112×128 

Two 3×3 conv layers 

with ReLU 
Max 

Pooling 
2×2 - 56×56×128 Stride 2 

Convolution 
(x3) 

3×3 256 56×56×256 
Three 3×3 conv 
layers with ReLU 

Max 

Pooling 
2×2 - 28×28×256 Stride 2 

Convolution 

(x3) 
3×3 512 28×28×512 

Three 3×3 conv 

layers with ReLU 

Max 
Pooling 

2×2 - 14×14×512 Stride 2 

Convolution 

(x3) 
3×3 512 14×14×512 

Three 3×3 conv 

layers with ReLU 
Max 

Pooling 
2×2 - 7×7×512 Stride 2 

Fully 
Connected 

(x2) 

- 4096 1×1×4096 
Two fully connected 

layers with ReLU 

Output 

(SoftMax) 
- 

Number 
of 

classes 

1×1×Number 

of classes 
Classification layer 

DenseNet introduced [13] the dense connection between 
CNN layers. Each CNN layer is connected with other layers in 
a forward manner. The architectures achieved state-of-the-art 
results on ImageNet, SVHN, CIFAR-10, and CIFAR-100 
datasets. The architecture includes four Dense Blocks and three 
Transition Layers. The Dense Block consists of a group of 
convolutional layers that are densely connected. Each dense 

layer includes Batch Normalization, ReLU, 1x1 Convolution 
and 3x3 Convolution. At the same time, the Transition layers 
include 1x1 Convolution and 2x2 Average Pooling layers to 
reduce the size of the feature map, Table III presents the 
architecture of DenseNet121 model. 

ResNet baseline architecture [14] was derived from the VGG 
architecture. It uses the same filler size of 3×3 and a pooling 
layer to down sample the feature map. However, it reduced the 
number of filters compared with VGG, which reduced the model 
size and introduced the residual networks instead of learning 
unreferenced data from the network layer. The network is 8x 
deeper than VGG; however, it is reported that the mAP of 
VGG16 and ResNet101 on PASCAL VOC 2007/2012, was 
70.4% and 73.8%, with 3.2% improvement. In comparison, the 
VGG16 gained a 6% improvement (21.2%TO 27.2%) on the 
COCO dataset compared to VGG16. Stated the first place in the 
ILSVRC 2015 classification competition. The residual is 
calculated according to Eq. (1) if the input and output feature 
map have the same dimensions; if not, Eq. (2) is used. 

y = ℱ(x, Wi) + x               (1) 

TABLE III. ARCHITECTURE OF DENSENET121 

Layer Type Output Size Filter Size / Details 

Input 224x224x3 RGB image 

Convolution 112x112x64 7x7 conv, stride 2 

Max Pooling 56x56x64 3x3, stride 2 

Dense Block 1 56x56x256 
6 bottleneck layers 

(growth=32) 

Transition Layer 1 28x28x128 1x1 conv, 2x2 avg pool 

Dense Block 2 28x28x512 12 bottleneck layers 

Transition Layer 2 14x14x256 1x1 conv, 2x2 avg pool 

Dense Block 3 14x14x1024 24 bottleneck layers 

Transition Layer 3 7x7x512 1x1 conv, 2x2 avg pool 

Dense Block 4 7x7x1024 16 bottleneck layers 

Global Avg Pooling 1x1x1024  

Fully Connected 
Layer 

Number-of-
classes 

 

where ℱ is the residual mapping,  𝑥 and y  are the input and 
the output. 𝑊𝑖  is the weights of the convolutional layers in the 
residual block. 

y = ℱ(𝑥, 𝑊𝑖) + 𝑊𝑠x                       (2) 

𝑊𝑠 is the weight of the 1×1 convolution used for projection. 

InceptionV3 [26] reported that it is computationally more 
efficient compared with VGG architecture. Therefore, it can be 
trained and tested using bigger data. The architecture includes a 
sequence of inception modules. Each inception module 
represents several convolutional and pooling layers that operate 
in a parallel fashion and are then concatenated together. As 
shown in Fig. 3 [27], there are 1×1 convolutional layers used to 
reduce the feature size and feature extraction: 3×3 and 5×5 
convolutional layers to capture spatial features. Max pooling and 
average pooling are used for feature-down sampling. 
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Fig. 3. The inception module. 

C. Multiscale VGG 

VGG net has a simple structure of a sequence of CNN 
blocks. Each block includes several convolution layers with 
different filters with a fixed size, followed by a max polling layer 
to reduce the feature size by 50% compared with the previous 
block. Fig. 4 and Fig. 5 show the proposed multiscale VGG 
architecture to recognize currency. The proposed model 
improved the VGG model architecture by implementing a 

multiscale VGG net to recognize Jordanian currency. The 
multiscale VGG net captures features with different respective 
fields compared with VGG architecture. Using multiple scales 
images, the last max-pooling layers of VGG extract four scales 
of feature map 7×7, 5×5, 3×3, and 1×1. The proposed multiscale 
VGG improves recognition rates by handling the variation of 
captured image sizes. The model can be applied to other 
currencies. The model learns text, color, security patterns and 
symbol features that exist in all other currencies. The trained 
model can also be fine-tuned and trained one other currencies, 
which can reduce the training time. The proposed dataset 
includes images with 448×448 size; the images are cropped from 
the center into 224×224. The input image with 224×224 size is 
resized into four scales: scale 1: 100%, scale 2: 75%, scale 3: 
50%, and scale 4: 25% and passed into parallel four VGG 
nets. The outputs of the four scales are flattened and 
concatenated, then passed into a fully connected layer of 256 
size, followed by a 50% dropout layer, and finally, a fully 
connected layer with size 7 (number of classes). The four scales 
capture more fine-grained local features (e.g., edges or textures) 
compared with one scale feature. The final extracted feature 
before the first flattened layer encodes the spatial and semantic 
and includes the most informative features for classification. 
The sizes of extracted features from the last block of 
convolutions are 7×7 for scale 1, 5×5 for scale 2, 3×3 for scale 
three and 1×1 for scale 4. 

 

Fig. 4. The architecture of the proposed automatic multiscale currency recognition system. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 

Fig. 5. Four scales of VGG16 architecture and the input images are (a) 224×224 (b) 168×168 (c) 112×112 (d) 56×56. 

IV. IMPLEMENTATION DETAILS 

A. Experimental Environment 

The experiments were done in a Windows 10 and Jupyter 
Notebook environment. The processor is an Intel(R) Core (TM) 
i5-8600K CPU @ 3.60GHz. The installed RAM is 40.0 GB, and 
the GPU is a GTX1080 with 8 GB memory. 

B. Model Parameter Settings 

Table IV shows the parameters that were used to perform 
data augmentation while training the model. 

TABLE IV. DATA AUGMENTATION USED DURING TRAINING 

Augmentation 

Parameter 
Value Description 

Rotation Range 20 up to 20 degrees 

Width Shift Range 0.2 
Horizontal shift by up to 20% of the 
image width 

Height Shift Range 0.2 
Vertical shift by up to 20% of the image 

height 

Shear Range 0.2 up to 20% 

Zoom Range 0.2 Zoom in or out by up to 20% 

Horizontal Flip TRUE Randomly flips the image horizontally 

C. Performance Metrics 

Four metrics were used to evaluate the performance of the 
different CNN models in the dataset. 

Accuracy: It measures the total of correctly predicted images 
compared to the total number of tested images. 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100                  (3) 

Precision: The percentage of true positive compared with all 
positive prediction; high precision indicates fewer false positive  

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100           (4) 

Sensitivity (Recall): It measures the model's capacity to 
detect every real positive case. Therefore, the ratio of the true 
positives to the total of the true positives and false negatives is 
used to compute it. 

Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100             (5) 

Specificity: It calculates the proportion of accurately 
categorized negative events to all negative instances that really 
occurred: 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100               (6) 

where 𝑇𝑃 denotes True Positive, 𝑇𝑁 is True negative, 𝐹𝑃 is 
False Positive and 𝐹𝑁 represent False negative. 

D. Experimental Results 

This section shows the performance of the proposed 
Multiscale VGG net and compares it with the VGG16, 
DenseNet12, ResNet50, ResNet101, and InceptionV3. Four 
metrics are used in the evaluation: accuracy, precision, 
sensitivity, and specificity. 70% of the dataset samples were 
used in training the model, whereas 30% were used to test the 
model. As shown in Table V, using multiple scales of the 
VGG16 improved the recognition rates compared with the base 
model VGG16. VGG16 achieved 98.92% accuracy, whereas 
adding features from multiple scales improved accuracy in all 
combinations. The highest accuracy occurred when combining 
features from scale 1 and scale 0.75, where the accuracy reached 
99.88%, with a 0.96% improvement compared with VGG16. 
The precision, sensitivity, and specificity reached 99.89%, 
99.89%, and 99.98%, respectively. 

TABLE V. PERFORMANCE EVALUATION OF PROPOSED MULTISCALE 

VGG AT DIFFERENT SCALE VALUES 100%, 75%, 50% AND 25% 

Models Accuracy Precision Sensitivity Specificity 

VGG16 98.92% 98.96% 98.90% 99.82% 

VGG16 SCALES 
1,0.75,0.5,0.25 

99.64% 99.66% 99.64% 99.94% 

VGG16 SCALES 

1,0.75 
99.88% 99.89% 99.88% 99.98% 

VGG16 SCALES 

1,0.75,0.5 
99.88% 99.88% 99.89% 99.98% 

VGG16 SCALES 
1,0.5,0.25 

99.76% 99.78% 99.76% 99.96% 

VGG16 SCALES 

1,0.5 
99.76% 99.78% 99.75% 99.96% 

Table VI shows that the proposed method and InceptionV3 
achieved 99.88% accuracy, after DenseNet121 with 99.52% 
accuracy, followed by ResNet101with 99.28% accuracy. The 
precision, sensitivity, and specificity metrics showed that the 
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proposed multiscale and InceptionV3 achieved the best result, 
followed by DenseNet121 and ResNet101, respectively. Table 
VII shows the inference time and the model parameters. The 
VGG16 SCALES 1,0.75 runs in real-time and requires 200 ms 
to predict the class label for a patch of 32 images. At the same 
time, the model used 39,130,759 parameters. 

TABLE VI. PERFORMANCE EVALUATION OF PROPOSED MULTISCALE 

VGG WITH OTHER CNN KNOWN CNN ARCHITECTURES 

Models Accuracy Precision Sensitivity Specificity 

VGG16 98.92% 98.96% 98.90% 99.82% 

VGG16 SCALES 
1,0.75 

99.88% 99.88% 99.89% 99.98% 

DenseNet121 99.52% 99.52% 99.52% 99.92% 

ResNet50 99.16% 99.18% 99.17% 99.86% 

ResNet101 99.28% 99.31% 99.30% 99.88% 

InceptionV3 99.88% 99.89% 99.88% 99.98% 

TABLE VII. INFERENCE TIME IN TERMS OF MS PER PATCH (PATCH=32 

IMAGES) AND NUMBER OF PARAMETERS USED BY THE MODEL 

Models MS/Patch #Parameters 

VGG16 81 21,139,271 

VGG16 SCALES 1,0.75 200 39,130,759 

DenseNet121 78 19,884,615 

ResNet101 146 68,350,343 

InceptionV3 97 22,329,127 

836 images were used to test the proposed architecture. The 
confusion matrix in Fig. 6 shows that the Multiscale VGG 
architecture accurately predicted 835 pictures, and only one 
image for 10 JD was predicted to be 50 JD. 

 

Fig. 6. Confusion matrix for the proposed multiscale VGG. 

V. CONCLUSION 

This paper proposed a dataset for Jordanian currencies and 
proposed Multiscale VGG architectures to recognize Jordanian 
currencies automatically. The dataset includes 2799 images for 
seven denominations (25piasters, 50piasters, 1JD, 5JD, 10JD, 
20JD, 50JD). The images were captured in different conditions 
of lighting, backgrounds, clutter, occlusion, and orientation. 
Moreover, the experimental results showed that the proposed 

Multiscale VGG architectures achieved the best accuracy, 
precision, sensitivity, and specificity compared with VGG16, 
DenseNet121, ResNet50, and ResNet101. 
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