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Abstract—This study explores the effectiveness of an 

ensemble method for Quranic text retrieval, aimed at improving 

the relevance and accuracy of verses retrieved for specific 

themes. The ensemble approach integrates three semantic 

models—Word2Vec, FastText, and GloVe—through a voting 

mechanism that considers verse frequency and semantic 

alignment with the query topics. Testing was conducted on 

themes such as prayer, zakat, fasting, umrah, and eschatology, 

reflecting fundamental aspects of Quranic teachings. Results 

demonstrate that the ensemble method significantly outperforms 

non-ensemble approaches, achieving an average relevance rate of 

88%, compared to individual models (Word2Vec: 75%, 

FastText: 80%, GloVe: 82%). The ensemble method effectively 

combines the unique strengths of each model. Word2Vec 

captures general semantic relationships, FastText handles 

morphological nuances, and GloVe identifies global contextual 

patterns. By combining these capabilities, the ensemble approach 

improves both the quantity and quality of retrieved verses, 

making it a robust tool for semantic analysis in Quranic studies. 

This research contributes to the field of computational Islamic 

studies by demonstrating the practical advantages of ensemble 

methods for religious text retrieval. It lays the foundation for 

further advancements, including the integration of deep learning 

techniques, dynamic query handling, and cross-linguistic 

analysis. The ensemble method offers a promising framework for 

supporting more accurate and contextually relevant Quranic 

studies, promoting a deeper understanding of Islamic teachings 

through data-driven methodologies. 

Keywords—Ensemble method; query expansion; ontology; Al-
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I. INTRODUCTION 

The Quran, as the holy book of Islam, holds profound 
spiritual, moral, and ethical guidance for over a billion 
Muslims worldwide. It serves not only as a religious text but 
also as a comprehensive source of knowledge, law, and 
inspiration. The Quran’s linguistic and contextual depth 
reflects its universal nature, which transcends time and 
culture. However, this same depth presents significant 
challenges in making its meanings accessible, particularly for 
non-Arabic-speaking audiences such as Indonesians, who rely 
on translations and interpretations to understand its contents. 
Indonesia, being home to the largest Muslim population 
globally, has a pressing need for efficient tools to access 

Quranic knowledge in the Indonesian language. However, 
traditional search systems often fall short in meeting user 
expectations due to their inability to grasp the semantic 
richness of Quranic text [1]. Literal keyword matching 
methods, for example, frequently fail to account for 
synonyms, related terms, and contextual nuances inherent in 
religious texts. This necessitates the development of advanced 
information retrieval (IR) systems tailored to handle the 
complexities of Quranic text in translation. 

A major obstacle in existing Quranic IR systems lies in 
their limited ability to interpret semantic relationships between 
terms. While some systems incorporate basic query refinement 
techniques, they rarely achieve the level of sophistication 
needed for meaningful interpretation of Quranic content. 
Query Expansion (QE), which involves broadening search 
queries by including semantically related terms, has shown 
great promise in addressing these challenges. By enhancing 
the original query, QE can improve the relevance and 
accuracy of search results, especially in highly structured texts 
like the Quran [2], [3], [4]. Ontology-based Query Expansion 
offers a powerful solution by leveraging structured knowledge 
frameworks that capture the domain-specific relationships and 
meanings within Quranic text. Ontologies can represent 
complex semantic relationships such as synonyms, 
hypernyms, and contextual associations, enabling more 
precise query interpretation [5], [6]. This approach is 
particularly valuable for Quranic IR, where understanding the 
contextual use of terms is critical for delivering meaningful 
search results. 

In addition to ontology-based QE, advances in semantic 
text representation provide new opportunities for improving 
IR systems. Semantic representation methods, particularly 
those using neural networks, capture not only the lexical 
features of text but also its contextual meanings. Ensemble 
techniques, which combine multiple models to optimize 
performance, are increasingly recognized as a robust approach 
for text representation. By aggregating the strengths of various 
models, ensemble methods can better handle the linguistic 
intricacies of Quranic text and its Indonesian translation. 

The integration of ontology-based QE with ensemble 
semantic text representation models has the potential to 
revolutionize Quranic IR systems. This combination ensures 
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that search results are not only relevant but also contextually 
accurate, aligning with the inherent richness of Quranic 
discourse. By leveraging these advanced techniques, the 
proposed system aims to bridge the gap between user queries 
and the deep, layered meanings of the Quranic text. The 
research focuses on developing a tailored Quranic IR system 
specifically for the Indonesian language. Unlike generic 
search engines, this system will address the unique challenges 
posed by Quranic text, such as polysemy, synonymy, and 
contextual interpretation. It will also incorporate an extensive 
ontology of Quranic terms and their relationships, further 
enriching the system’s ability to understand user intent. 

Moreover, the use of ensemble methods ensures the 
robustness of the proposed system. By combining multiple 
semantic text representation models, the system can 
effectively capture both local and global contextual 
information in the text. This not only improves the accuracy of 
search results but also enhances the user experience by 
providing more nuanced and comprehensive responses to 
queries. This study represents a significant contribution to the 
field of Quranic studies and information retrieval. By 
addressing the limitations of existing systems and introducing 
a novel combination of ontology-based QE and ensemble 
techniques, it sets a new standard for Quranic IR. The findings 
of this research are expected to benefit not only Muslim 
communities but also researchers and practitioners working on 
religious and domain-specific IR systems. 

In conclusion, the development of an ontology-enriched 
Query Expansion method integrated with ensemble semantic 
text representation offers a promising solution for improving 
Quranic information access in the Indonesian language. This 
research not only aims to enhance the retrieval performance of 
Quranic IR systems but also serves as a benchmark for similar 
efforts in other languages and religious texts, ensuring broader 
applicability and impact. 

The paper is organized as follows: Section II provides a 
literature review of relevant works on query expansion, 
ontologies, and word embeddings. Section III outlines the 
methodology, detailing the construction of the Qur'anic 
ontology, the implementation of Word2Vec, and the 
integration of these components into a search engine. Section 
IV presents the results of the system's performance evaluation, 
focusing on precision, recall, and relevance of the search 
results. Finally, Section V discusses the conclusions, 
limitations, and future directions for further research. 

II. LITERATURE REVIEW 

A. Information Retrieval Based on Query Expansion and 

Ensemble Text Representation 

Information retrieval (IR) is a fundamental process in 
managing and extracting relevant information from large 
datasets [7], [8]. Traditional IR systems rely on keyword-
based searches, where users input queries, and the system 
returns documents containing those keywords [9], [10], [11]. 
However, such systems often face limitations due to the 
ambiguity of user queries and the mismatch between user 
language and the indexed data [12], [13]. This limitation has 
led to the development of query expansion techniques, which 

aim to improve search accuracy by reformulating user queries 
to include related terms [14]. 

Several techniques have been developed for query 
expansion, each offering different approaches to improving 
search results [15], [16]. One method is manual query 
expansion, where domain experts carefully select synonyms or 
related terms to enhance the query [17]. Another approach is 
automatic query expansion (AQE), in which the system 
automatically identifies related terms using techniques such as 
relevance feedback, thesaurus-based expansion, or statistical 
co-occurrence analysis. More recently, word embeddings-
based expansion, such as Word2Vec, has emerged as a 
powerful method. This approach leverages vector 
representations of words to suggest semantically related terms 
[18] by analyzing their proximity in a high-dimensional vector 
space, providing a more dynamic and context-aware means of 
expanding queries [19], [20], [21]. 

Recent advancements in text representation based on word 
embedding models, particularly Word2Vec, FastText, and 
GloVe, have demonstrated significant improvements in 
capturing semantic relationships between terms, making them 
popular tools for automatic query expansion. Several studies 
[14], [19], [22] demonstrated that Word2Vec could effectively 
suggest semantically similar terms effectively. FastText, on 
the other hand, extends this capability by incorporating 
subword information [23], making it particularly effective in 
handling morphologically rich languages and rare or unseen 
words [24]. GloVe, by leveraging global co-occurrence 
statistics [25], [26], provides robust embeddings that capture 
the relationships between words across broader contexts [27], 
[28]. Together, these methods have been successfully applied 
in various applications, from general-purpose search engines 
to domain-specific information retrieval (IR) systems, 
demonstrating their ability to enrich user queries and improve 
the relevance of search results. 

To further enhance the query expansion process, this 
research employs an ensemble method that combines the 
outputs of Word2Vec, FastText, and GloVe. Ensemble 
methods, which integrate multiple models, leverage the 
strengths of each model while mitigating their individual 
weaknesses [29]. For instance, Word2Vec excels in local 
context understanding, FastText captures morphological 
subtleties, and GloVe provides a comprehensive global 
semantic understanding. By aggregating these outputs using 
techniques such as weighted voting, the ensemble method 
achieves a balanced representation that is both lexically 
precise and contextually rich. The advantages of ensemble 
methods include improved robustness, reduced overfitting, 
and higher accuracy in handling complex or diverse queries. 
In this research, the ensemble approach ensures that query 
expansion is not only semantically accurate but also 
contextually aligned with the intricate thematic and linguistic 
structure of Quranic texts, thereby significantly enhancing the 
performance of the proposed IR system. 

B. Ontology in Information Retrieval 

Ontologies play a crucial role in enhancing information 
retrieval (IR) [30] systems by bridging the semantic gap 
between the terms users input in their queries and those 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

483 | P a g e  

www.ijacsa.thesai.org 

indexed within the system. By offering a structured and 
hierarchical representation of domain knowledge, ontologies 
enable IR systems to enrich user queries with related terms, 
such as synonyms, hyponyms, and hypernyms, through the 
query expansion process. This structured approach supports 
more advanced semantic search capabilities, allowing the 
system to not only match keywords but also to understand the 
underlying meaning and context of user queries, ultimately 
improving the relevance and accuracy of search results. 
Incorporating ontologies into search systems has been 
particularly beneficial in specialized domains such as medical 
databases, educational resources, and legal information 
systems. Ontology-based systems can also be used for 
concept-based retrieval, where the system retrieves documents 
based on the underlying concepts represented in the query 
rather than exact keyword matches. 

The use of ontology and query expansion in religious texts, 
particularly the Qur'an is gaining attention due to the need for 
more intelligent and context-aware search systems. The 
Qur'an is a rich and complex text with intricate themes, 
concepts, and linguistic variations, making it challenging for 
traditional keyword-based search systems to capture the full 
meaning and relevance of user queries. 

Several studies have explored the use of ontology in 
Qur'anic search systems. For example, Mohamed, Ensaf 
Hussein, and Eyad Mohamed Shokry [31] developed a 
Qur'anic ontology based on concept-based searching tool 
(QSST) to facilitate semantic-based search. In this research, 
ontology was created through manual annotation of verses of 
the Al-Quran based on the Al-Tajweed Mushaf. In another 
study [32], ontology development was carried out for the 
Quran by adopting the use of Protégé-OWL and SPARQL 
queries. In addition, there are still several studies that try to 
apply searches based on semantic relationships that exist in 
each verse of the Quran [31], [33], [34]. Thus, it can be 
concluded that the integration of Word2Vec with ontology has 
been proven to significantly improve the search process. By 
utilizing the semantic knowledge embedded in ontology and 
word vectors, this system can produce more accurate user 
query expansions, thereby increasing precision and recall in 
search. 

C. Research Gap and Contribution 

Despite significant progress in integrating ontology and 
query extension into information retrieval systems, several 
challenges remain. As explained previously, it was found that 
only a few studies have tried the ontology and query 
expansion approach to facilitate information retrieval from the 
Quran. Most studies with the topic of information retrieval 
from the Quran tend to only apply the labeling concept [35], 
index-based ranking without trying to understand semantic 
relationships as a representation of contextual verses [36], 
[37], [38], [39]. Moreover, regarding the application of the 
Indonesian translation of the Quran as a case study, it is still 
under discussed. Most existing studies prefer a conventional 
keyword-based approach [40] or the use of glossaries as 
keyword enrichment [41]. Only 1 study was found that tried to 
explore semantic relationships as applied by Purnama et al. 
[42]. Another notable research gap is the limited application of 
ensemble methods in query expansion for Quranic IR. While 

ensemble approaches have shown success in improving text 
representation and classification tasks in general IR, their use 
in combining multiple semantic representation models for 
query expansion remains underexplored. Ensemble methods, 
which aggregate the strengths of various models, could 
potentially enhance the robustness and accuracy of expanded 
queries, particularly in complex and domain-specific texts like 
the Quran. 

Additionally, the performance of existing Quranic IR 
studies remains relatively low, as they often fail to optimize 
retrieval accuracy and relevance due to the lack of advanced 
semantic techniques. This highlights the need for innovative 
methodologies that integrate ontology-based query expansion 
with ensemble deep learning models to address these 
limitations effectively. In conclusion, a summary of the 
research gaps and the contributions offered by this study is 
illustrated in Fig. 1. These gaps emphasize the need for more 
sophisticated approaches that combine ontologies, semantic 
relationships, and ensemble deep learning techniques to 
improve the performance of Quranic IR systems, particularly 
in the context of the Indonesian translation. 

 

Fig. 1. Research gap and proposed contribution. 

Based on Fig. 1, this study aims to develop an ensemble 
semantic search engine application enriched with Ontology 
which is expected to solve problems in existing research. 
Specifically, this search engine application is intended for the 
Indonesian language Qur'an because there is still little 
discussion on this topic. 

III. METHODOLOGY 

A. Dataset Material 

The dataset utilized in this study is meticulously compiled 
from two primary sources: the official Indonesian translation 
of the Quran published by the Ministry of Religious Affairs 
(Kemenag) and the Indonesian Wikipedia corpus. The 
integration of these resources ensures a robust semantic 
foundation for developing an advanced information retrieval 
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system tailored to Quranic content in the Indonesian language. 
The official Kemenag translation serves as an authoritative 
and widely recognized resource, ensuring theological and 
linguistic accuracy. It comprises all 114 surahs and 6,236 
verses, each accompanied by its corresponding Arabic text to 
maintain contextual alignment. Additionally, the dataset 
includes thematic metadata categorizing Quranic verses into 
key topics such as faith (iman), worship (ibadah), morals 
(akhlak), and law (syariah), which is crucial for ontology 
construction and query expansion. 

To address the inherent limitations of Quranic text alone in 
covering broader semantic contexts, the dataset is enriched 
with the Indonesian Wikipedia corpus. The Wikipedia corpus 
provides a vast repository of general knowledge that 
complements the Quranic dataset by introducing a wider range 
of linguistic and contextual diversity. While the Quranic text 
is specific and focused, the Wikipedia corpus offers the 
flexibility to understand related terms and concepts that may 
not explicitly appear in the Quran. For instance, abstract ideas 
such as "justice" (keadilan) and "mercy" (rahmat), which are 
central to Islamic teachings, can be explored in their broader 
cultural, philosophical, or societal dimensions through 
Wikipedia entries. This enrichment allows the system to better 
handle complex or indirect queries by providing semantic 
connections between Quranic themes and contemporary 
knowledge. 

Prior to integrate the datasets into the system, several 
preprocessing steps are carried out to ensure data quality and 
consistency. For the Quranic text, transliterations are 
standardized, and Arabic diacritical marks (tashkeel) are 
removed to simplify tokenization. The Indonesian translation 
is normalized by converting text to lowercase, eliminating 
punctuation, and resolving linguistic variations to create a 
uniform dataset. Similarly, the Wikipedia corpus undergoes a 
rigorous preprocessing pipeline that involves noise removal, 
where irrelevant or overly technical content is filtered out, and 
tokenization, where text is broken into meaningful linguistic 
units. Additionally, stop words, such as common function 
words in Indonesian, are removed to enhance the focus on 
semantically significant terms. 

The preprocessed datasets are then aligned and structured 
for downstream tasks, such as ontology development and 
semantic text representation training. This ensures that the 
Quranic and Wikipedia datasets are not only compatible but 
also semantically enriched to facilitate accurate, relevant, and 
context-aware information retrieval. By integrating a carefully 
curated and preprocessed dataset, the system can effectively 
bridge the gap between Quranic-specific queries and broader 
thematic searches, enhancing the overall user experience. 

B. Proposed Method 

This study aims to develop a thematic index-based Al-
Qur'an ontology system and implement query expansion 
techniques to support more relevant and accurate information 
retrieval. The system is designed to enhance semantic access 
to Al-Qur'an verses, enabling topic-based searches such as 
Morals, Faith, Worship, and Law. To refine the query 
expansion process, this study incorporates ensemble text 
representation methods by combining Word2Vec, GloVe, and 

FastText. These methods collectively capture word-level, 
global co-occurrence, and subword-level semantics, ensuring a 
robust representation of Quranic text. Weighted voting is 
employed to integrate the strengths of each model, allowing 
the system to provide search results that are both contextually 
rich and semantically precise. 

The methodology involves several critical stages, starting 
with data collection from the official Indonesian translation of 
the Quran and the Wikipedia corpus for contextual 
enrichment. Ontology development follows to structure 
thematic relationships within the Quran. Ensemble text 
representation is then applied to support query expansion, 
enriching user queries with semantically related terms. 
Finally, the system is integrated and evaluated using metrics 
such as precision, recall, and F-measure. This approach 
bridges traditional keyword-based methods and modern 
semantic-aware retrieval systems, offering a scalable and 
accurate solution for Quranic information retrieval in 
Indonesian. The overall framework of the proposed ensemble 
learning approach for query expansion and semantic retrieval 
in Quranic information systems is illustrated in Fig. 2 below. 

 

Fig. 2. Research methodology. 

As described previously, this study is structured into 
several interconnected stages, starting with the ontology 
development. At this stage, the collected and preprocessed 
data is transformed into unique thematic according to user 
needs. The ontology development process was based on a 
thematic classification encompassing 14 core topics: Morals 
and Etiquette (Akhlaq and Adab), The Qur'an, Previous 
Nations, Criminal Law (Jinayah), Private Law, Worship, 
Knowledge, Faith, Jihad, Food and Drink, Transactions 
(Mu'amalat), Clothing and Adornment, Judiciary and Judges, 
and History. These topics represent essential thematic 
divisions that facilitate a structured and systematic approach to 
understanding and accessing the teachings of the Qur'an. In 
addition, linguistic differences between Arabic and Indonesian 
are studied to address translation nuances and contextual 
challenges, which forms the basis for query expansion tailored 
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to the semantics of the Quran. The Quran Ontology is then 
developed by referring to this analysis. 

A structured ontology is constructed to organize Quranic 
content systematically, reflecting the semantic relationships 
between verses and thematic categories. This process involves 
categorizing verses into specific topics, defining synonyms, 
antonyms, and hierarchical relationships, and ensuring 
alignment with the linguistic nuances of Indonesian 
translations. The use of ontology development tools, such as 
Protégé, aids in managing and visualizing the ontology 
structure, while consultations with Islamic scholars ensure the 
accuracy and relevance of the content. This ontology serves as 
the core mechanism for query expansion, enabling the system 
to infer implicit relationships and enhance search relevance.  

Ontology development for the Al-Qur'an involves creating 
a structured representation of Quranic content by defining 
broad classes i.e., Morals, Worship and more specific 
subclasses such as Ethics and Rituals to categorize and refine 
Quranic teachings. Each class and subclass is linked through 
hierarchical and semantic relationships, which help capture 
how different topics interrelate, such as Faith being related to 
Worship. Properties and attributes are then assigned to these 
classes to provide deeper insights, such as Virtue and Integrity 
for the Morals class. This process ensures a comprehensive 
and accurate reflection of Quranic teachings. 

The ontology is then aligned with the actual content of the 
Quran, where each verse is annotated and categorized under 
its relevant topic. This step involves ensuring that every verse 
is properly associated with the appropriate class and subclass, 
allowing for accurate semantic search results. Once validated 
and refined with feedback from domain experts, the ontology 
serves as a foundation for enhancing information retrieval, 
helping to expand queries and provide more relevant, 
contextually accurate search results from the Quran. 

The second stage focuses on the implementation of query 
expansion using the ontology. When a user submits a query, 
the ontology dynamically enriches it by identifying and adding 
semantically related terms or concepts. For instance, a query 
about "worship" could be expanded to include related terms 
like "prayer," "fasting," or "charity," reflecting the thematic 
connections in the Quran. Advanced algorithms are applied to 
ensure that only the most contextually relevant terms are 
selected for expansion. This enriched query is then processed 
by the retrieval engine, ensuring improved relevance and 
context-awareness in search results. Iterative testing is 
conducted to refine the expansion process and maintain the 
quality of retrieved information. 

To further optimize the retrieval process, the application of 
ensemble semantic text representation is introduced in this 
second stage. This approach focuses on combining traditional 
word embedding techniques, such as Word2Vec, GloVe, and 
FastText, to create a robust and versatile text representation 
framework. These methods are integrated using an ensemble 
method based on weighted voting, ensuring that each 
technique contributes to the final representation according to 
its strengths in capturing specific semantic aspects of the 
Quranic text. 

Word2Vec generates dense vector representations for 
words by analyzing their co-occurrence within a fixed context 
window, effectively capturing semantic similarity between 
terms. This technique excels in identifying relationships 
between frequently co-occurring words, such as "prayer" and 
"worship," making it particularly effective for extracting 
context-dependent connections. GloVe (Global Vectors for 
Word Representation), on the other hand, extends this 
capability by considering global word co-occurrence statistics 
across the entire dataset. This allows GloVe to encode broad 
semantic relationships, such as linking "faith" and "belief" 
based on their shared conceptual roles in the Quran. FastText 
complements these methods by representing words as a 
composition of character-level n-grams, enabling it to capture 
subword information and morphological variations. This is 
particularly useful for handling linguistic nuances in Quranic 
translations, such as connecting "guidance," "guiding," and 
"guided" based on shared subword patterns. 

To integrate these techniques, an ensemble strategy based 
on weighted voting is employed. Each embedding method is 
assigned a weight proportional to its ability to contribute to the 
task, as determined through empirical evaluation. For instance, 
Word2Vec might be weighted higher for its effectiveness in 
capturing context-dependent word relationships, while 
FastText may receive greater weight for handling 
morphological variants and rare words. When a query is 
processed, the embeddings generated by Word2Vec, GloVe, 
and FastText are combined, and the weighted scores are used 
to determine the relevance of Quranic verses to the query. For 
example, for a query about "worship," Word2Vec might 
identify verses containing contextually related terms like 
"prayer," GloVe might highlight conceptual links to 
"obedience," and FastText could include morphological 
variants like "worshiper." The weighted voting mechanism 
ensures that the final result reflects the best contributions of 
each embedding method. 

This ensemble approach, guided by weighted voting, 
provides a powerful framework for addressing challenges such 
as synonymy, polysemy, and linguistic variations in 
Indonesian translations of the Quran. By combining local 
context (Word2Vec), global context (GloVe), and 
morphological robustness (FastText) with a carefully 
calibrated weighting scheme, the system achieves high 
accuracy and relevance in retrieval. This ensures that users 
receive contextually rich and semantically aligned results, 
making the Quranic information retrieval system both precise 
and comprehensive. 

Finally, the system undergoes performance evaluation to 
assess its effectiveness. Metrics such as precision, recall, and 
F-measure are used to quantify the system’s ability to deliver 
relevant results while minimizing irrelevant ones. 
Comparative experiments benchmark the proposed system 
against traditional methods, such as keyword-based searches, 
to demonstrate its advantages. User studies provide qualitative 
insights into the system’s usability and relevance, ensuring its 
practical application for Quranic information retrieval. This 
interconnected workflow ensures the development of a 
scalable, context-aware, and highly accurate system tailored to 
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the needs of users searching for Quranic content in 
Indonesian. 

IV. RESULT AND DISCUSSION 

This section highlights the research findings, focusing on 
the development of a Qur'anic ontology and the 
implementation of semantic query expansion to enhance a 
thematic-based search system. The results are structured 
around key stages of the study, including ontology 
construction, application of query expansion techniques, 
system integration, and performance evaluation. These stages 
aimed to achieve the primary research objectives: improving 
the relevance of search results and facilitating user access to 
the thematic content of the Qur'an. 

The query expansion approach leveraged advanced word 
embedding models—Word2Vec, FastText, and GloVe—to 
enrich user queries with semantically related terms. This 
integration allowed the system to provide more contextually 
relevant and semantically comprehensive search results, 
enhancing the user's ability to navigate complex queries. Each 
embedding model contributed uniquely to the process: 
Word2Vec captured contextual similarities, FastText handled 
morphological variations, and GloVe provided insights into 
global semantic relationships. By combining these models 
through an ensemble method, the system effectively addressed 
limitations of individual models and achieved superior query 
expansion performance. 

To evaluate the query expansion process, a test was 
conducted on the thematic category "Faith." Queries such as 
"belief," "faith," and "belief in God" were used as input, and 
their vector representations were calculated using the 
Word2Vec, FastText, and GloVe models. Each model 
generated a list of semantically related terms based on cosine 
similarity. For example, Word2Vec identified terms like iman 
(faith) and percaya (belief) with high similarity scores, while 
FastText captured variations like keimanan (faithfulness) and 
GloVe emphasized related concepts like tauhid (monotheism). 

The integration of these models through an ensemble 
approach combined their strengths, resulting in a more robust 
and comprehensive query expansion process. This ensemble 
method demonstrated its effectiveness in improving the recall, 
precision, and semantic relevance of search results. The 
detailed comparison of generated keywords and system 
performance metrics, as illustrated in Table I, underscores the 
significant impact of this approach on enhancing the Qur'anic 
search system's overall capability. 

Based on the Table I, it can be concluded that the 
comparative analysis of Word2Vec, FastText, and GloVe 
models highlights their unique strengths and limitations in 
generating semantically enriched query expansion terms for 
Quranic content. Word2Vec excels in capturing contextual 
and thematic relationships, evident in its ability to suggest 
highly relevant terms such as kabul and bershalawat for the 
query prayer. However, it is limited in handling morphological 
variations and out-of-vocabulary terms. In contrast, FastText 
demonstrates superior handling of morphological diversity, as 
seen in its accurate generation of terms like berpuasa and 
bepuasa for the query fasting, leveraging its subword-based 

architecture. Nonetheless, it sometimes produces less 
semantically relevant terms, such as goa (cave), due to 
overemphasis on subword similarity. GloVe, with its global 
co-occurrence approach, effectively captures general semantic 
relationships, providing terms like wajib (obligatory) and tunai 
(cash) for the query zakat. However, its lack of contextual 
depth limits its ability to capture nuanced relationships 
specific to Quranic themes. 

TABLE I.  TOP 5 GENERATED SEMANTIC KEYWORDS 

Query Word2Vec FastText GloVe 

Prayer kabul / 0.876 berdoa / 0.779 panjat / 0.686 

  moga_allah / 0.808 goa / 0.639 berdo / 0.661 

  bershalawat / 0.792 mohon / 0.636 kabul / 0.646 

  malaikat / 0.778 
allahummaghfir / 
0.635 

do / 0.64 

  amin / 0.768 do / 0.632 mohon / 0.638 

Zakat mungut / 0.853 zakatnya / 0.933 tunai / 0.632 

  
ekor_kambing / 

0.848 
zakatnyai / 0.915 wajib / 0.628 

  fitrah / 0.837 zakaia / 0.76 amil / 0.551 

  lima / 0.828 mufakat / 0.665 tugas / 0.545 

  wasaq / 0.806 zakar / 0.66 lima / 0.541 

Fasting ramadan / 0.924 berpuasa / 0.966 
ramadlan / 

0.657 

  ramadhan / 0.891 bepuasa / 0.945 buka / 0.654 

  buka / 0.865 puas / 0.779 asyura / 0.616 

  ganti / 0.735 
kekurangpuasan / 

0.738 

ramadhan / 

0.609 

  hari / 0.67 ketidakpuasan / 0.707 hari / 0.592 

To address these limitations, the ensemble method 
integrates the strengths of all three models, combining their 
outputs through a weighted voting mechanism. This approach 
leverages Word2Vec's contextual precision, FastText's 
morphological adaptability, and GloVe's global semantic 
relevance to produce a more accurate and comprehensive set 
of query expansion terms. For instance, in the query prayer, 
terms like kabul (Word2Vec), berdoa (FastText), and panjat 
(GloVe) are harmonized to deliver results that are both 
contextually and semantically enriched. By mitigating the 
weaknesses of individual models and amplifying their 
strengths, the ensemble method significantly enhances the 
precision and recall of query expansion, establishing itself as a 
robust solution for semantically rich and context-sensitive 
domains like Quranic information retrieval. 

In an effort to evaluate the effectiveness of the ensemble 
method in text-based Quranic information retrieval, a series of 
testing scenarios were designed to compare the performance 
of the ensemble method with non-ensemble approaches and 
conventional search methods. These testing scenarios use 
various key themes, such as prayer, zakat, fasting, umrah, 
prophets, angels, and the apocalypse. The selection of these 
themes aims to cover a broad spectrum of concepts, ranging 
from obligatory worship and attributes of faith to Islamic 
eschatology. Each theme reflects fundamental aspects of 
Quranic teachings, making the relevance of search results an 
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important indicator for evaluating the capabilities of the tested 
methods. 

The testing was conducted by comparing three main 
approaches: ordinary search engines based on simple keyword 
matching, non-ensemble methods such as Word2Vec, 
FastText, and GloVe, which utilize single semantic models, 
and the ensemble method that integrates these three 
approaches. Each approach was evaluated based on the 
number of verses retrieved, the relevance of the verses to the 
searched themes, and the ability to capture deep semantic 
relationships between words in Quranic texts. 

The test results are expected to provide a comprehensive 
overview of the strengths and limitations of each method 
while highlighting how the ensemble method can address 
existing challenges in religious text-based information 
retrieval. Through these testing scenarios, the research not 
only assesses technical performance but also evaluates the 
practical contributions of this approach in supporting more in-
depth and data-driven Quranic studies. 

TABLE II.  PERFORMANCE COMPARISON 

Topic 

Ordinary 

Search 

Engine 

Word2Vec FastText GloVe 
Ensemble 

Method 

Prayer 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

Zakat 15 verse 20 verse 20 verse 
20 

verse 
25 verse 

Fasting 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

Umroh 15 verse 20 verse 20 verse 
20 

verse 
25 verse 

Angels 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

The evaluation of Quranic text retrieval was conducted 
using two distinct approaches: non-ensemble and ensemble 
methods. The non-ensemble approach employed three 
independent semantic models: Word2Vec, FastText, and 
GloVe. Each model generated 20 verses related to specific 
topics, including prayer, zakat, fasting, and other key themes 
in Quranic studies. The relevance of these verses was assessed 
based on their alignment with the intended topics. While 
effective, this approach relied on the individual strengths of 
each model, which varied in their ability to capture nuanced 
semantic relationships within the text. 

In contrast, the ensemble method integrated the outputs of 
all three models, leveraging their unique strengths through a 
combined voting mechanism. This voting system prioritized 
two criteria: the frequency of verse appearances across models 
and their semantic relevance to the search topic. By 
synthesizing these factors, the ensemble method produced 25 
verses per topic, surpassing the non-ensemble approach in 
both quantity and quality. The integration process not only 
enhanced the accuracy of the results but also ensured a 
broader contextual understanding of the Quranic themes. 

A comparative analysis revealed the superiority of the 
ensemble method in terms of relevance. The ensemble 
approach achieved an average relevance rate of 88%, 
significantly outperforming individual models such as 

Word2Vec (75%), FastText (80%), and GloVe (82%). This 
improvement highlights the ensemble's ability to refine results 
by filtering out less contextually appropriate verses and 
emphasizing those with a stronger semantic connection to the 
topics of interest. For instance, topics like prayer and zakat 
demonstrated up to a 10% increase in relevance, showcasing 
the method's practical impact on Quranic text retrieval. 

The ensemble method’s advantage lies in its ability to 
balance and optimize the unique capabilities of each model. 
Word2Vec excels in identifying general semantic 
relationships, making it effective for broader contextual 
analysis. FastText, on the other hand, is adept at capturing 
specific word variations and morphological nuances, which is 
particularly useful for processing Arabic text. GloVe 
contributes a global perspective by identifying relationships 
based on broader contextual patterns. By combining these 
strengths, the ensemble method mitigates the limitations of 
individual models, resulting in a more comprehensive and 
nuanced retrieval system. 

In conclusion, the ensemble method provides a robust 
solution for Quranic text retrieval, addressing key challenges 
in semantic analysis and thematic alignment. Its ability to 
integrate multiple semantic models ensures a higher degree of 
accuracy, relevance, and contextual depth. This makes it a 
valuable tool for supporting in-depth Quranic studies and 
advancing the field of computational Islamic studies. By 
enhancing both the quantity and quality of retrieved verses, 
the ensemble method underscores its potential as a superior 
approach to text-based religious information retrieval. 

Regarding to the implementation of ontology concept, it 
can be concluded that ontology-based systems show a marked 
improvement in Morals and Etiquette (Akhlaq and Adab), 
where the contextual meanings related to moral behavior and 
Islamic ethics are effectively captured. Even with the use of 
diverse terminologies, relevant verses are identified with 
higher accuracy than conventional search techniques. This 
demonstrates the strength of ontology in understanding the 
semantic relationships between keywords and their deeper 
conceptual meanings. Similarly, ontology provides a more 
comprehensive understanding of The Qur'an, facilitating the 
identification of interconnected verses related to a specific 
theological subject, even in the absence of explicit word 
similarity. This ability underscores the ontology’s strength in 
grasping the thematic structure of the Quran. The interface 
page for a search engine implementing ontology is illustrated 
in Fig. 3 below. 

 

Fig. 3. Interface of ontology search engine. 
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Furthermore, in the theme of Previous Nations, ontology-
based systems excel in contextualizing the stories of ancient 
peoples such as the 'Ad and Thamud, providing more accurate 
and relevant information. This is particularly useful in 
drawing parallels between historical events in the Quran and 
their relevance to contemporary contexts. Additionally, the 
use of ontology proves invaluable in legal topics such as 
Criminal Law (Jinayah) and Private Law, where it helps the 
system recognize verses discussing legal rules, both implicit 
and explicit. This capability is crucial for developing legal 
guidelines consistent with Sharia principles, while preserving 
the original meaning of the Quranic verses. In the realms of 
Worship and Knowledge, ontology effectively handles 
variations in expression and terminology, identifying relevant 
verses with high accuracy, thus aiding users in finding 
directed references for practices like prayer, fasting, and zakat, 
as well as verses related to knowledge and science. 

In the same vein, ontology also significantly enhances the 
understanding of Faith and Jihad, enabling searches that not 
only focus on keyword matching but also delve into the core 
teachings related to devotion and struggle. Verses that might 
be overlooked in conventional methods are uncovered through 
semantic connections. Furthermore, in the fields of 
Transactions (Mu'amalat) and Judiciary and Judges, ontology-
based approaches help detect the relationships between verses 
governing economic interactions and judicial decisions. This 
is crucial for the contemporary application of Sharia law, 
which often requires contextualization of verses to address 
modern issues. Lastly, in the topics of Food and Drink, 
Clothing and Adornment, and History, ontology aids in 
tracking relevant verses by capturing the nuances of varied 
terminology found across the Quran. This ensures a more 
accurate retrieval of information, particularly for concepts 
related to food, clothing, and significant historical events, 
offering a richer understanding of the Quranic text. 

In conclusion, the ontology-based approach provides 
significant advantages in understanding and presenting 
relevant information, particularly for complex and interrelated 
topics. The success of this approach highlights the ability of 
semantic techniques to overcome the limitations of traditional 
keyword-based search methods, offering substantial value in 
Quranic research and modern implementations of the Quran. 
This methodology enriches the process of Quranic 
interpretation and application, supporting a more nuanced and 
contextually relevant engagement with the text. 

V. CONCLUSION 

The ensemble method demonstrated significant advantages 
in Quranic text retrieval, combining the strengths of 
Word2Vec, FastText, and GloVe to achieve higher relevance 
and accuracy compared to non-ensemble approaches. By 
leveraging a voting mechanism based on verse frequency and 
semantic relevance, the ensemble method effectively filtered 
and prioritized verses that aligned closely with specific 
themes, such as prayer and zakat. This approach not only 
improved the number of retrieved verses but also enhanced 
their semantic alignment with the topics of interest. The 
findings underscore the ensemble method's potential as a 

superior solution for text-based Quranic studies, offering a 
robust framework for semantic analysis. 

Despite its effectiveness, the ensemble method also 
highlighted areas that warrant further exploration. While it 
demonstrated improved performance in thematic relevance, 
the method's reliance on predefined themes and voting 
heuristics could be refined to accommodate more dynamic and 
complex queries. Additionally, the approach can benefit from 
integrating advanced deep learning techniques, such as 
transformers or contextual embeddings like BERT, which 
have proven effective in capturing deeper linguistic and 
semantic relationships. This could further enhance the 
precision and adaptability of Quranic text retrieval systems. 

Future research could focus on expanding the scope of the 
ensemble method to address more diverse themes and 
complex queries beyond the predefined topics. Incorporating 
user feedback mechanisms and interactive retrieval systems 
could make the approach more practical and user-centric. 
Moreover, cross-linguistic studies that integrate translations of 
the Quran into other languages could broaden its applicability 
and support comparative Islamic studies. By exploring these 
directions, future research can build on the ensemble method's 
foundation to develop even more advanced tools for 
computational Quranic analysis and support a deeper 
understanding of Islamic teachings. 
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