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Abstract— Diffuse Large B-Cell Lymphoma stands as the most 

prevalent form of non-Hodgkin lymphoma worldwide, 

constituting approximately 30 percent of cases within this diverse 

group of blood cancers affecting the lymphatic system. This study 

addresses the challenges associated with the accurate DLBCL 

segmentation and classification, including difficulties in 

identifying and diagnosing DLBCL, manpower shortage, and 

limitations of manual imaging methods. The study highlights the 

potential of deep learning to effectively segment and classify 

DLBCL types. The implementation of such technology has the 

potential to extract and preprocess image patches, identify, and 

segment the nuclei in DLBCL images, and classify DLBCL 

severity based on segmented nuclei counting. 
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I. INTRODUCTION 

Diffuse Large B-Cell Lymphoma (DLBCL) stands as the 
most prevalent form of non-Hodgkin lymphoma (NHL), 
comprising approximately 30% of all cases within this diverse 
group of blood cancers affecting the lymphatic system. DLBCL 
is characterized by the rapid proliferation of malignant B-cells 
in lymph nodes, bone marrow, and other lymphatic tissues. 
DLBCL can afflict individuals of any age, with a predilection 
for those over 60 [1]. Given its life-threatening nature and 
variable clinical outcomes, precise diagnosis assumes 
paramount importance in the management of DLBCL. The 
identification and quantification of cell nuclei within tissue 
samples emerge as crucial for assessing tumor characteristics 
and grading, thus guiding treatment decisions. Deep learning-
based nuclei segmentation offers a promising solution, 
potentially enhancing diagnostic accuracy and efficiency, to 
streamline this labor-intensive and time-consuming task. 

Accurate diagnosis and staging of DLBCL are critical for 
determining optimal treatment and prognosis. Nuclei 
segmentation and classification, a pivotal component of 
DLBCL tissue image analysis, allow for the identification and 
quantification of tumor cells. Conventional nuclei segmentation 
and classification methods are often time-consuming, labor-
intensive, and error-prone, making the need for deep learning 

models readily apparent. However, the complexity of DLBCL 
samples, such as tissue heterogeneity, staining changes, and 
complex cell interactions, requires complex and accurate deep 
learning models to address these challenges [1]. 

This paper explores the current challenges in nuclei 
segmentation and classification for DLBCL using deep learning 
methods. It provides an extensive review of the techniques, 
preprocessing methods, and segmentation approaches applied 
to DLBCL analysis. Furthermore, the paper highlights 
advancements in the field and identifies gaps for future 
exploration, aiming to inspire further research and innovation 
in digital pathology. 

This paper is structured as follows: Section II reviews 
related work, highlighting the advancements and gaps in deep 
learning-based nuclei segmentation and classification for 
DLBCL. Section III describes the methods, including 
preprocessing techniques, model architectures, and evaluation 
metrics. Section IV presents the results and discussions, 
comparing the performance of state-of-the-art deep learning 
methods. Finally, Section V concludes the study, summarizing 
key findings and future research directions. This structure aims 
to provide readers with a comprehensive understanding of the 
challenges and contributions in the field. 

II. RELATED WORK: ADVANCEMENTS IN DIAGNOSIS AND 

STAGING OF DIFFUSE LARGE B-CELL LYMPHOMA 

A. Symptoms, Risk Factors, and Causes of Diffuse Large B-

Cell Lymphoma 

DLBCL can cause many different symptoms. One of the 
most common signs is the painless swelling of lymph nodes. 
These are lumps under the skin, usually found in places like the 
neck, armpit, or groin. This might happen, along with other 
signs. For example, losing weight for no reason, always feeling 
tired, or sweating a lot at night. Also, patients with DLBCL may 
experience fever from time to time, which further signals the 
response of the body to lymphoma. Sometimes, DLBCL might 
affect abdominal organs, leading to symptoms like abdominal 
pain or swelling. The symptoms show up based on where and 
how big the bothered lymph nodes or organs are. DLBCL can 
also have other unique symptoms. These vary based on where 
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in the body they show up. For example, if it is in the chest or 
lungs, the patient might have trouble breathing, coughing, or 
having chest pain. Those with DLBCL in their gastrointestinal 
tract could feel stomach pain, nausea, vomiting, and changes in 
bowel habits. When DLBCL affects the brain or spinal cord, it 
might lead to headaches, behavior changes, or even seizures. In 
some cases, DLBCL could cause problems with the skin. This 
could look like a rash or bumps. These skin changes might give 
doctors extra clues during physical examinations. 

There are several risk factors and causes that have been 
identified. Advancing age is a prominent factor, as DLBCL is 
more prevalent in individuals over the age of 60, and the 
incidence increases with age. This age-related susceptibility 
suggests a cumulative effect over time, possibly linked to 
cellular changes and immune system alterations associated with 
ageing. A compromised immune system, whether due to 
medical conditions such as Human Immunodeficiency 
Virus/Acquired Immunodeficiency Syndrome (HIV/AIDS) or 
the use of immunosuppressive drugs post-organ transplant, is 
another significant risk factor [2]. The impaired immune 
surveillance in these scenarios may create an environment 
conducive to the uncontrolled growth of lymphoid cells, 
fostering the development of DLBCL. 

The Epstein-Barr virus (EBV), belonging to the herpesvirus 
family, has been linked to an increased risk of DLBCL, 
particularly in immunocompromised individuals [3]. The 
ability of EBV to infect B-cells and potentially contribute to the 
transformation of these cells underscores its role in the 
lymphoma genic process. Besides, genetic factors also 
contribute, with a family history of lymphomas potentially 
elevating the risk. While the specific genetic mechanisms are 
not fully elucidated, ongoing research aims to uncover the 
intricate interplay of genetic and environmental factors in 
DLBCL development [2]. Other factors, such as autoimmune 
diseases and certain chemical exposures, have been explored 
for their potential roles in lymphomagenesis, though their 
associations remain complex and multifaceted. 

B. Diagnosis Method and Staging of Diffuse Large B-Cell 

Lymphoma 

DLBCL is typically diagnosed by removing a swollen 
lymph node or taking a sample of tissue from it and examining 
it under a microscope. This involves a minor procedure known 
as a biopsy, which is usually performed under local anesthesia 
or through a minor operation. Following the biopsy, expert 
pathologists use special staining, a test called flow cytometry, 
and chromosome analysis to determine the exact variant of 
DLBCL. DLBCL is also diagnosed using blood tests and 
imaging tests. Blood tests can help determine the overall health 
of the patient and detect any abnormalities in the blood cells. 
To determine the location and extent of the disease, imaging 
tests such as Magnetic Resonance Imaging (MRI) scans, 
Computed Tomography (CT) scans, Positron Emission 
Tomography (PET) scans, and ultrasounds are used. Apart from 
that, the current standard diagnosis method for DLBCL 
includes two tests: Fluorescence In-Situ Hybridization (FISH) 
tests and Immunohistochemistry (IHC) tests [4]. 

The staging of DLBCL depends on the extent of the disease 
and the organs involved. The Ann Arbour staging system is 

commonly used to stage DLBCL for lymphoma. It classifies the 
disease into four stages of involvement, namely Stages I, II, III, 
and IV [5]. Stage I has been described because the cancer is 
found in the lymphatic zone or in only one organ. Stage II is 
indicated because cancer is found in two or more lymph nodes 
on one side of the lung or in one limb and in one or more lymph 
nodes on the same side of the lung. Furthermore, cancer found 
in different parts of the lymph nodes or on either side of the 
diaphragm is stage III. Lastly, stage IV means that the cancer 
has spread to one or more organs outside the lymphatic system, 
such as the liver, lungs, or bones. 

1) Biopsy of Diffuse Large B-Cell Lymphoma: A biopsy is 

a crucial diagnostic method for DLBCL, which allows for the 

presence or absence of certain genetic alterations. In this 

procedure, a sample of the affected lymph node or tissue is 

extracted and examined under a microscope [6]. 

Immunohistochemical staining and molecular tests are then 

employed to detect the expression of MYC gene 

rearrangements. The presence of MYC rearrangements 

classifies the lymphoma as MYC+, indicating a potentially 

more aggressive form. Conversely, if there is no evidence of 

MYC rearrangements, the lymphoma is classified as MYC-. 

2) Blood tests: Blood tests are essential in diagnosing 

DLBCL. A complete blood count (CBC) assesses various blood 

components, including white blood cells. Elevated white blood 

cell counts may indicate the presence of lymphoma. Being that 

B-cells grow and become mature in the bone marrow, the CBC 

count tests for anemia, thrombocytopenia, and/or leukopenia 

indicate the extent of bone marrow involvement in DLBCL. 

Furthermore, the LDH level is a helpful predictor of 
treatment response, recurrence, and the severity of DLBCL. 
Increased levels of potassium, phosphorus, and uric acid 
combined with a drop in calcium could be signs of tumor lysis 
syndrome, a condition that can develop during chemotherapy. 
LDH levels, a specific blood marker, can be indicative of 
lymphoma activity. Elevated LDH levels may suggest a more 
aggressive disease. While these blood tests do not directly 
determine MYC status, abnormal results can prompt further 
investigations, including imaging studies and biopsies. 

3) Imaging tests: Imaging tests are essential components of 

the diagnostic process for DLBCL, providing valuable 

information about the extent of the disease and its 

characteristics. MRI uses strong magnetic fields and radioactive 

waves to generate detailed images of the internal structures of 

the body. In DLBCL diagnosis, MRI is useful for assessing the 

involvement of lymph nodes and surrounding tissues, aiding in 

the accurate staging of the disease [7]. It offers high-resolution 

images that aid in determining the size, location, and 

characteristics of lymphoma masses. Besides, CT scans employ 

X-rays from multiple angles to create detailed, cross-sectional 

images of the body [7], [8]. CT scans are valuable in identifying 

and measuring lymph nodes affected by DLBCL. They help in 

assessing the extent of the disease, determining the stage, and 

identifying whether the lymphoma has spread to other organs 

or tissues. 
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Other than that, ultrasound is also one of the imaging 
techniques used to diagnose DLBCL. Ultrasound employs 
high-frequency sound waves to create real-time images of 
internal organs and tissues. While less commonly used than 
other imaging modalities, ultrasound can assist in evaluating 
abnormalities in lymph nodes. It is particularly useful for 
examining superficial lymph nodes and assessing potential 
changes in organ structures caused by lymphoma. Other than 
that, a PET scan is suitable to detect the progression of tumors 
and cancer. A PET uses a radiotracer to show the differences 
between healthy tissues and cancerous tissues. A radiotracer is 
injected into the patient, and the cancerous cells absorb more of 
the radiotracer. PET will detect the radiation given off by the 
tracer and produce color-coded images of the body that show 
both healthy and cancerous tissues. A special camera from a 
PET scan detects the radiation emitted by these cells. PET scans 
highlight areas with increased metabolic activity, helping to 
identify active lymphoma sites [7]. This is crucial for 
determining the extent of DLBCL, assessing response to 
treatment, and locating residual or recurrent lymphoma. In 
short, these imaging methods provide valuable information 
about the size, location, and characteristics of lymphoma 
lesions, aiding in the accurate diagnosis, staging, and ongoing 
management of DLBCL. 

C. Current Standard Diagnosis Method 

The current standard diagnosis method for DLBCL involves 
Fluorescence In-Situ Hybridization (FISH) tests and 
Immunohistochemistry (IHC) tests. The FISH test is a 
technique that is essential for identifying genetic abnormalities 
such as MYC translocations in DLBCL and offering insights 
into the severity of the disease. Besides, the IHC test is a 
method that involves the expression of specific proteins and 
helps in characterizing DLBCL subtypes, such as GCB 
subtypes and ABC subtypes. By integrating the FISH and IHC, 
it provides a holistic evaluation, combining genetic and protein 
expression data to guide accurate diagnosis, subtype 
classification, and personalized treatment planning for 
individuals with DLBCL. 

1) Fluorescence In-Situ Hybridization (FISH) Test: 

Fluorescence In-Situ Hybridization (FISH) method is a 

molecular technique used to detect and locate the presence or 

absence of specific DNA sequences on chromosomes [4]. It 

uses fluorescent light that binds to only those parts of the 

chromosome that show a high degree of sequence 

complementarity. The FISH method is used to identify specific 

genetic abnormalities, such as the rearrangements of the MYC, 

BCL2, and BCL6 genes, to diagnose DLBCL [4]. The purpose 

of FISH in diagnosing DLBCL is to provide a more accurate 

diagnosis, which can guide treatment decisions. It enables the 

precise detection of genetic abnormalities that could be driving 

diseases like DLBCL [22]. One of the studies that used FISH 

methods for DLBCL analysis was conducted by Blanc Durand 

et al. [14]. The authors worked with pre-therapy FDG-PET/CT 

scans from 733 DLBCL patients. 

FISH analysis, which can be performed using dual-color 
and dual-fusion cleavage probe methods, is a highly sensitive 
and accurate technique for detecting oncogene amplification in 

human tissue samples. However, due to the high variability in 
MYC breakpoints, it may not identify all MYC abnormalities. 
Furthermore, the FISH method has some limitations and 
shortcomings. This method may not be universally applicable 
to all diseases due to its labor-intensive and demanding nature, 
making it a time-consuming procedure. The need for expensive 
techniques, especially when using fluorescence microscopy, is 
specific and sensitive, emphasizing the importance of 
elucidating the genetic status of DLBCL. 

2) Immunohistochemistry (IHC) Test: 

Immunohistochemistry (IHC) is a method used to visually 

detect the presence of specific proteins in cells or tissues. It 

involves the use of antibodies that bind to these proteins and a 

detection system that uses a colored or fluorescent dye to 

visualize the binding [23]. IHC studies have evolved, emerging 

as the most widely used test to characterize cancers and identify 

hidden metastatic sites, particularly in lymph nodes. The 

method is based on the specific binding of antibodies to 

antigens, allowing the detection and specific localization of 

molecules in cells and tissues. The primary analysis is typically 

conducted using a light microscope [9]. IHC plays a crucial role 

in cancer diagnosis, especially when specific tumor antigens are 

overexpressed in certain malignancies. Notably, IHC offers 

significant advantages, particularly in settings with limited 

resources and drawbacks. IHC provides qualitative information 

about the presence or absence of specific antigens but does not 

quantify the expression levels. 

In DLBCL, IHC is used to identify abnormal protein 
expression of certain genes. For instance, IHC can be used as a 
screening test to identify cases of DLBCL and identify 
overexpression of the BCL2 protein, which is associated with a 
poor prognosis in DLBCL [23]. The purpose of IHC in 
diagnosing DLBCL is to provide a more accurate diagnosis, 
which can guide treatment decisions. It is an inexpensive and 
rapid test that can identify abnormal protein expression in 
mutated genes [23]. Furthermore, the intensity of marker 
expression can have prognostic implications. This limitation 
may impact the precision of the diagnosis. Apart from that, 
DLBCL comprises different subtypes with varying clinical 
behaviors. IHC alone may not always reliably distinguish 
between GBC subtypes and ABC subtypes. Gene expression 
profiling or additional molecular tests might be required for a 
more accurate subtype classification [10]. Also, IHC primarily 
provides information on protein expression but may not directly 
reveal underlying genetic alterations, such as gene mutations or 
chromosomal abnormalities. 

III. RELATED WORK: IMAGE PROCESSING METHODS AND 

ARTIFICIAL INTELLIGENCE ALGORITHMS 

A. Image Processing Methods 

1) Image patches: Image patches are small, square regions 

of an image used for feature extraction. It plays a crucial role in 

identifying the regions of interest (ROIs) in medical images of 

DLBCL patients. These patches are needed for image 

processing tasks and algorithms such as image analysis, feature 

extraction, and applications involving AI algorithms. Besides, 
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it is normally used at the local level to analyze and manipulate 

image data and enable us to concentrate on specific areas of 

interest, such as structures and textures. This approach yields 

more detailed and accurate results, allowing feature extraction 

and providing reliable decisions. The size and shape of patches 

can vary depending on the task and requirements. It can range 

from a single pixel to a predefined window that features 

multiple pixels. The segmentation techniques may organize 

identical areas and distinguish them from the background by 

analyzing the color, appearance, or pixel’s intensity, which 

allows for tasks like object detection and recognition. 

Patch size and resolution are determined by specific 
applications and dataset requirements. For example, El Hussien 
et al. [16] obtained an overall mean Dice score of 0.825 from a 
quantitative assessment that included 15 manually annotated 

patches of 256✕256 pixels. Furthermore, they conducted a 
study in which 10 Chronic Lymphocytic Leukemia (CLL), 12 
accelerated Chronic Lymphocytic Leukemia (aCLL), and 8 
Richter's Transformation (RT) digitally stained hematoxylin 
and eosin (H&E) slides from a lymph node excisional biopsy 
were chosen at random. The study used Aperio AT2 scanners 

to scan the slides, with an optical resolution of 20✕ 
magnification. These slides came from various patients, and a 
total of 25, 28, and 21 ROIs were from CLL, aCLL, and RT, 
respectively. 

Wójcik et al. [17] employed 37,665 H&E-stained images 

obtained at 40✕ magnifications from a solitary WSI of DLBCL 

lymph nodes. Each image tile, sized at 512✕512, underwent 
segmentation, with bounding boxes outlining individual nuclei, 
although no cell labels were provided. The images are 

standardized to 448✕448 pixels, with additional randomly 
cropped tiles to augment the training dataset. Li et al. [18] 
focused on DLBCL tissue sections, capturing pathologic 

images initially at 400✕ original magnifications. The study 
began with 500 images obtained from labelled H&E-stained 
sections of lymph nodes. Apart from that, Swiderska-Chadaj et 
al. [20] digitized 42 H&E slides of DLBCL using a Pannoramic 

250 Flash II scanner at an objective magnification of 20✕. 
These slides, with a pixel size of 0.24 µm, comprised an 
external validation set, allowing assessment across different 
hospital protocols. 

Bándi, P. et al. [21] collected 100 WSI from various medical 
centers, comprising 10 tissue samples across different staining 
categories. Image patches were extracted from annotated areas 
using mask images according to the different pixel spacings, 
being 62.5, 250, and 10000 µm at respective resolutions of 0.5, 
2, and 8 µm. Other than that, the research by Shankar, V. et al. 
[27] involves the H&E-stained tissue cores, pinpointed by 
hemapathologists using Qupath, for extracting image patches. 

These patches were obtained at 40✕ magnifications from each 
core. Based on the study by Swiderska-Chadaj, Z. et al. [29], 
the training dataset was derived from H&E-stained specimens. 

The image patches, each sized at 512✕512 pixels, were 

extracted from slides at 5✕ magnification level with a pixel size 
of 1 µm for optimal analysis. Perry, C. et al. [31] involved a 
self-supervised phase, which included the slides to be scanned 

at either 20✕ or 40✕ magnifications. The 40✕ images were 

converted to 20✕ for analysis. The WSI was divided into 
smaller patches used as model input by using patches of size 

384✕384 pixels. 

Studies by El Hussien et al. [16], Wójcik et al. [17], and 
others have demonstrated the utility of image patches in 
DLBCL analysis, achieving high mean Dice scores and 
effectively capturing relevant features. However, while image 
patches excel in local analysis, they may struggle with 
capturing global context, which is crucial for a comprehensive 
understanding and diagnosis of DLBCL. Besides, weaknesses 
such as the absence of cell labels in datasets and variability in 
staining and scanning methods across the study by Wójcik et al. 
[17] pose challenges to consistency and accuracy. 
Opportunities lie in the potential for standardizing imaging and 
analysis protocols, augmenting training datasets with synthetic 
images, and applying transfer learning to enhance model 
performance. Conversely, threats include inter-laboratory 
variations that may limit model generalizability, computational 
resource constraints, and data privacy concerns related to 
patient-derived images. These factors collectively underscore 
the complexities and prospects of advancing the field of digital 
pathology for hematological malignancies. 

2) Preprocessing methods: Preprocessing is a technique 

that is required to prepare image data for model input. For 

example, the fully connected layer of a CNN required that all 

images be stored in arrays of identical size. Model 

preprocessing may also reduce the training period and 

accelerate model inference. If the input images are very large, 

diminishing the size of the images will drastically reduce the 

time required to train the model without affecting model 

performance significantly. Basically, the preprocessing steps 

include orientation, resize, random flips, grayscale, and other 

different exposures that inhibit unforeseen distortions or 

improve certain characteristics of images essential to the deep 

learning pre-trained model. 

Hamdi, M. et al. [11] used Gaussian filter to smooth the 
images, a Laplacian filter for edge detection, color 
normalization for standardization, resizing to a consistent 
resolution, and the use of Gradient Vector Flow for additional 
feature extraction. Besides, Vrabac et al. [12] focused on the 
employment of various preprocessing techniques to prepare 
histopathological images for analysis. The authors arranged the 
images in tissue microarrays (TMAs) and performed cell 
nucleus extraction from H&E-stained images. Additionally, 
they extracted features such as maximum area, minimum area, 
hull area, perimeter nucleus, maximum angle, ellipse perimeter, 
and ellipse area to capture morphological characteristics [12]. 
Basu and his team developed novel preprocessing methods for 
DLBCL classification. Although the exact preprocessing steps 
were not specified, the authors introduced in their attention map 
feature transformer, feature fusion techniques, and a specific 
loss function to improve the performance of the DLBCL 
classification model [13]. 

In the study conducted by Blanc-Durand et al. [14], they 
underwent a series of preprocessing steps. These steps included 
resampling, padding, cropping, and scaling of PET and CT 
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image data to ensure consistency. Additionally, adaptive 
thresholding was applied to segment images, and various 
features related to tumor characteristics, such as tumor 
heterogeneity, textural features, total tumor surfaces, and 
spatial dispersion, were extracted to provide a comprehensive 
set of features for classification. Ferrández and colleagues 
employed preprocessing methods tailored to medical imaging 
[15]. Gaussian filtering was applied to enhance image quality, 
and metabolic tumor volume (MTV) and standard uptake value 
(SUV) were computed to quantify metabolic activity. The 
authors also considered features related to tumor dissemination 
and textural features to capture the heterogeneity of DLBCL 
tumors. 

El Hussien, S. et al. [16] focused on the preprocessing 
methods that involved annotating ROIs, calculating the ratio of 
the segmented nuclear contour area to its convex area, and 
measuring hull areas within these annotated regions. Besides, 
Graham, S. et al. [19] involved preprocessing methods such as 
Otsu thresholding, pixel intensity manipulation, color 
adjustments, and extraction of textural features to capture 
various characteristics within the images. Furthermore, 
Ferrández, M. C. et al. [24] studied how their preprocessing 
workflow incorporated normalization techniques, filtering 
procedures, max-pooling layer utilization, and rectified linear 
unit (ReLU) operations, possibly aimed at enhancing image 
quality and extracting relevant features. Other than that, 
Mohlman, J. S. et al. [25] involved the preprocessing methods, 
which are normalization techniques and edge detection 
methods, and utilized a deep network-based pixel-level 
concept, indicating a complex approach to feature extraction. 

The other studies, including Farinha, F. et al. [26], Shankar, 
V. et al. [27], Jiang, C. et al. [28], Swiderska-Chadaj, Z. et al. 
[29], Steinbuss, G. et al. [30], Perry, C. et al. [31], Lisson, C. S. 
et al. [32], have been using the same preprocessing techniques. 
Their methodologies involved various preprocessing 
techniques, such as normalization, quality control thresholds, 
machine learning algorithms, filtering, and feature selection, 
aiming to enhance image quality, extract informative features, 
and facilitate accurate DLBCL classification. 

Hamdi et al. [11], Vrabac et al. [12], and others have 
employed various preprocessing techniques tailored to DLBCL 
analysis, aiming to enhance image quality and extract 
informative features. While preprocessing can improve model 
performance and accelerate training, aggressive preprocessing 
may distort image features, leading to erroneous analysis 
results. The various preprocessing techniques used in DLBCL 
image analysis, such as feature extraction and Gaussian 
smoothing, highlight a reliable strategy for improving 
diagnostic accuracy. Despite their differences, these methods 
work together to provide a classification process that is more 
precise and effective, demonstrating the dynamic interaction 
between pathology-specific technology and medical 
knowledge. 

3) Data augmentation: Data augmentation is a method for 

improving performance. It entails changing the color, 

brightness, or contrast of the existing training data by cropping, 

flipping, rotating, scaling, or changing the color, brightness, or 

contrast. Data augmentation can increase the variety and scope 

of the training data. This can minimize excessive overfitting 

and make the model more resilient to different inputs. To 

implement data augmentation techniques for CNN training 

data, Python libraries such as TensorFlow, Keras, and OpenCV 

are used. 

Basu, S. et al. [13] augmented their datasets through diverse 
techniques such as image rotations, horizontal and vertical flips, 
zoom scaling, as well as horizontal and vertical shifts. Wójcik, 
P. et al. [17] incorporated cell patch embedding, patch 
aggregation, random resizing, cropping, color jittering, and 
random flipping, aimed at organizing and augmenting image 
data for analysis. Other than that, Graham, S. et al. [19] used 
data augmentation methods such as flipping, rotation Gaussian 
blur, and median blur for enhanced feature variability. Bándi, 
P. et al. [21] also applied diverse augmentation techniques like 
horizontal mirroring, rotation, scaling, color, and contrast 
adjustments, additive Gaussian noise, and Gaussian blur for 
image enhancement and feature variability. 

Mohlman, J. S. et al. [25] augmented their datasets through 
random horizontal flipping of images and random alteration of 
contrast, while Swiderska-Chadaj, Z. et al. [29] includes data 
augmentations such as brightness, contrast, saturation, rotation, 
gaussian noise, and gaussian blur. Besides, the data 
augmentation for the study of Perry, C. et al. [31] includes color 
jittering and channel shuffle. The study of Lisson, C. S. et al. 
[32] includes data augmentations such as random flip, gaussian 
blur, and gaussian noise. 

Basu et al. [13], Wójcik et al. [17], and others have utilized 
data augmentation techniques to enhance the variability of 
DLBCL image data and improve model performance. 
However, the effectiveness of data augmentation depends on 
the appropriateness of the augmentation strategies and the 
quality of the generated samples. Moreover, excessive 
augmentation may introduce synthetic artifacts or distortions 
that do not accurately represent real-world variability. By 
simulating a variety of variations in medical images, these 
techniques improve generalization to new data and increase the 
size of the training dataset. However, the creation of high-
quality samples and the choice of suitable tactics are 
prerequisites for the success of data augmentation. Excessive or 
improper augmentation can result in synthetic artefacts or 
distortions that may not accurately represent clinical scenarios 
and lead to inaccurate predictions, despite being necessary for 
the robustness of the model. As a result, the ability of data 
augmentation to provide realistic and clinically relevant 
variations without compromising the diagnostic integrity of the 
images serves as a gauge for its efficacy. 

B. Artificial Intelligence Algorithm 

The process of transferring information, data, and cognitive 
abilities to machines is known as AI. The primary objective of 
AI is to create independent machines with human-like thought 
and behavior. Through learning and problem-solving, these 
machines can mimic human behavior and carry out tasks. For 
resolving complex issues, most AI systems mimic natural 
intelligence. A branch of AI called machine learning employs 
statistical techniques to let machines learn from experience. 
Deep learning is a branch of machine learning that processes 
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information for specific analysis and subsequent action by 
modelling parts of the human brain with multi-layer neural 
networks. Hence, AI can be expressed more simply as the 
overall system, with machine learning and deep learning being 
its subsets. Deep learning is a subset machine learning, which 
employs neural networks to learn from massive amounts of 
data. The relationship between AI, machine learning, and deep 
learning are shown in Fig. 1. 

 
Fig. 1.  Hierarchical relationship between artificial intelligence, machine 

learning, and deep learning. 

C. Machine Learning Approaches 

Machine learning can be used to extract features from 
medical images and classify them as either healthy or 
cancerous. These algorithms can be trained on large datasets of 
medical images to learn how to identify those that are indicative 
of cancer. Once trained, these algorithms can be used to analyze 
and classify new medical images. 

1) Multilayer Perceptron (MLP): An artificial neural 

network type called a Multilayer Perceptron (MLP) is 

frequently used for machine learning tasks like regression and 

classification. MLP can be used in the image processing and 

classification of DLBCL to identify features in medical images 

and categorize them as either benign or malignant. MLP is a 

multi-layered input layer, one or more hidden layers, and an 

output layer, which make up the feedforward neural network 

[40] [41], [42]. Every single node in the network’s hierarchy is 

connected to it, and every connection has a weight. During 

training, the weights are changed to minimize the discrepancy 

between the expected and actual outputs. The structure of MLP 

in machine learning is shown in Fig. 2. 

 
Fig. 2. Structure of Multilayer Perceptron (MLP) in Machine Learning [40]. 

The MLP emerges as a pivotal tool across several studies in 
medical imaging and data analysis. Carreras et al. [33], [34], 
[37] extensively employed MLP, alongside other statistical 
methods, in various scales and contexts. In their investigations 
involving 414 and 100 cases, respectively, they utilized MLP 
along with Mann-Whitney U tests, Kaplan-Meler analysis, and 
multivariate Cox regression to discern hazard ratios and risks. 
Additionally, Wagner et al. [35] and Chen et al. [36] explored 
different facets of image processing; while Wagner utilized 
grayscale images and specific filtering techniques like Rudin-
Osher-Fatemi (ROF), Chen focused on feature extraction from 
biopsy specimens using solidity features and ROI annotation. 
Bhattamisra et al. [38] and Achi et al. [39] emphasized the role 
of MLP in handling vast geometric data and image analysis, 
respectively. 

2) Radial Basis Function (RBF): In machine learning, the 

Radial Basis Function (RBF) is a kernel function that is used to 

identify a regression line or non-linear classifier. RBF is 

capable of being used to extract characteristics from clinical 

pictures and categorize them as either benign or malignant in 

DLBCL image manipulation and classification. RBF compares 

two inputs according to how far apart they are in a high-

dimensional space. The Gaussian kernel, also referred to as the 

RBF kernel, can be found in the Eq. (1). 

𝐾(𝑥, 𝑥′) = 𝑒−𝛾||𝑥−𝑥′||
2



where, 

𝐾(𝑥, 𝑥′) =  𝑅𝑎𝑑𝑖𝑎𝑙 𝑏𝑎𝑠𝑖𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

𝛾 =  𝑊𝑖𝑑𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑒𝑟𝑛𝑒𝑙 

The RBF stands out as a key computational approach 
utilised in several studies, notably alongside the MLP in 
medical data analysis. Carreras et al. [33], [34], [37] 
incorporated RBF networks in conjunction with MLPs to 
process and interpret diverse datasets. Specifically, they 
employed RBF alongside MLP in their analyses involving 
various statistical tests such as Mann-Whitney U tests, Kaplan-
Meler analysis, and multivariate Cox regression, elucidating 
hazard ratios and risks across different case volumes. The 
utilisation of RBF underscored its relevance in enhancing the 
MLP’s performance and classification and prediction taste, 
contributing to the robustness of models used in medical 
imaging and genomic analysis. The application of RBF within 
MLP architectures demonstrated its capacity to handle complex 
data structures, aiding in the extraction of valuable insights 
from medical datasets. 

D. Deep Learning Approaches 

In recent decades, there has been a lot of interest in the 
advanced field of ML known as DL. It has been extensively 
employed in numerous applications and has proven to be a 
successful ML technique for a few challenging problems. DL 
algorithms, such as CNN, are particularly effective for image 
processing and classification tasks. CNNs can learn to identify 
complex patterns in medical images and classify them with high 
accuracy. For example, CNN can be trained to identify specific 
features in medical images of DLBCL patients, such as the size 
and shape of a cancerous cell and use this information to 
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classify the images as either healthy or cancerous. Identification 
and manual classification are challenging tasks, particularly in 
the medical field. Thus, using different architectures to improve 
the classification of images requires the application of DL. The 
goal of image classification is to effectively identify and 
categorise the biomedical characteristics that have important 
benefits for many research and development domains. 

Among deep learning architectures, such as U-Net, ResNet, 
and HoverNet have emerged as popular choices for nuclei 
segmentation in medical imaging. Recent studies have 
compared the performance of these architectures in the context 
of DLBCL segmentation and classification [11]-[39]. For 
example, U-Net demonstrated moderate success in segmenting 
nuclei but required extensive preprocessing and data 
augmentation to achieve consistent results. ResNet-based 
models showed improved feature extraction capabilities but 
were prone to overfitting with smaller datasets. HoVerNet 
excelled in cases involving nuclear overlap and heterogeneity 
but at the cost of increased computational complexity. These 
findings highlight the need for continued exploration and 
optimisation of deep learning methods tailored specifically to 
the nuances of DLBCL. 

E. Convolutional Neural Network (CNN) Architecture 

CNN are a subset of neural networks that are particularly 
adept at processing data using network-like topologies such as 
images. The binary representation that represents visual data is 
what makes up a digital image. It is made up of a grid-like 
arrangement of pixels with pixel values to indicate the colour 
and brightness of each pixel.  

In the CNN architecture, it typically has three layers. First, 
there is the convolution layer. The convolutional layer is the 
fundamental component of a CNN, carrying the majority of the 
network’s computational load. It works by performing a dot 
product operation between a limited area of the input image 
called the receptive field and a learnable matrix called a kernel. 
The kernel functions across the height and width of the picture 
during the forward pass. It is less extensive systematically but 
greater in depth than the image. This motion creates a 2D 
activation map that illustrates the response of the kernel at every 
spatial location. The total area of this activation map is 
determined by the sliding motion of the kernel, also known as 
the stride. The formula for the convolutional layer is expressed 
as in Eq. (2): 

𝑊𝑜𝑢𝑡 =
𝑊−𝐹+2𝑃

𝑆
+ 1 

where, 

𝑊𝑜𝑢𝑡 =  𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑖𝑧𝑒  

𝑊 =  𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒  

𝐹 =  𝑅𝑒𝑐𝑒𝑝𝑡𝑖𝑣𝑒 𝑓𝑖𝑒𝑙𝑑 𝑠𝑖𝑧𝑒  

𝑃 =  𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑧𝑒𝑟𝑜 𝑝𝑎𝑑𝑑𝑖𝑛𝑔  

𝑆 =  𝑆𝑡𝑟𝑖𝑑𝑒  

Second is the pooling layer. By calculating a summary 
statistic from the outputs in the vicinity, the pooling layer 
substitutes the network’s output at specific points. This aids in 

shrinking the representation’s spatial size, which lowers the 
quantity of calculations and weights needed. Each of the 
sections of the representation is processed independently for the 
pooling operation. The formula for the pooling layer is 
expressed in Eq. (3): 

𝑊𝑜𝑢𝑡 =
𝑊−𝐹

𝑆
+ 1 

where: 

𝑊𝑜𝑢𝑡 =  𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑖𝑧𝑒  

𝑊 =  𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒  

𝐹 =  𝑅𝑒𝑐𝑒𝑝𝑡𝑖𝑣𝑒 𝑓𝑖𝑒𝑙𝑑 𝑠𝑖𝑧𝑒  

𝑆 =  𝑆𝑡𝑟𝑖𝑑𝑒  

Nonetheless, the most widely used method is max pooling, 
which provides the neighbourhood’s maximum output. Lastly, 
the third layer involved is a fully connected layer (FC layer). 
As in a regular fully convolutional neural network (FCNN), all 
neurons in this layer are fully connected to all neurons in the 
layer that comes before and after. Hence, it can be calculated 
using the standard method of matrix multiplication and the bias 
effect. The relationship between the input data and the output is 
mapped with the aid of the FC layer. 

Based on DLBCL nuclei segmentation in CNN, it normally 
uses a pre-trained model, epoch, optimiser, learning rate, and 
decay rate. A single run through the complete training dataset 
is referred to as an epoch. The model is trained on a new batch 
of dataset samples during each epoch. One hyperparameter that 
indicates the number of times the model is trained on the 
complete dataset is the number of epochs. Besides, during 
training, an optimiser is an algorithm that modifies the neural 
network’s weights. The optimiser determines the way to modify 
the weights to minimise the loss by utilising the weights’ 
gradients and the loss function. Also, learning rate refers to the 
weights of the neural network, which are updated to a certain 
extent based on the hyperparameter. A low learning rate can 
lead to more stable training, as a high learning rate will trigger 
the algorithm to converge more rapidly, potentially leading to 
unstable learning. Apart from that, decay rate controls the 
amount of learning rate that decreases following each epoch. 
The learning rate may decrease too rapidly or too slowly, 
depending on the decay rate, while a high decay rate may 
decrease the learning rate in a rapid way. Also, a pre-trained 
model in CNN is a model that is ready to use as the basis for a 
new model since it has been trained on a sizable dataset. When 
a new model needs a good setting, pre-trained models can help 
it perform better. Based on the studies [11-32], there are a few 
pre-trained models that are being utilised, such as DenseNet-
201 [13], ResNet-50 [12], HoVerNet [12], [16], [17], [19], and 
U-Net [14], [15], [20], [24], [26], [28], [29]. The summaries for 
methods on DLBCL by using CNN architectures and ML are 
tabulated in Table I and Table II (Appendix). 

1) HoVerNet: DLBCL nuclei segmentation is the process 

of highlighting nuclei in pathology images. HoVerNet, a 

specialised network, excels at this task by incorporating 

multiple branches for segmentation and classification into a 

unified framework. It takes advantage of nuclear pixel distances 
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from their centres of mass, which is critical for segmenting 

clustered nuclei found in DLBCL images. The network’s 

dedicated up sampling branch aids in the classification of 

different nuclear types. The efficacy of HoVerNet in DLBCL 

nuclei segmentation stems from its ability to handle complex 

arrangements, which contributes to improved pathology image 

analysis. 

Based on the study by Vrabac et al. [12], they employed 
HoVerNet as their chosen pre-trained model. Besides, Hussein 
et. al. [16] utilised HoVerNet as their pre-trained model for the 
analysis of CLL, aCLL, and RT cases. Wójcik et al. [17] 
employed HoVerNet as their chosen pre-trained model, training 
it for 800 epochs. Lastly, Graham et al. [19] use HoVerNet as 
their pre-trained model, training it for 50 epochs with the Adam 
optimiser. 

2) U-Net: U-Net, a well-known CNN architecture, is 

widely used in image segmentation, including the segmentation 

of DLBCL nuclei. U-Net extracts image features from the 

encoder and reconstructs a segmentation map from the decoder, 

which is made up of an encoder and decoder network linked by 

a bottleneck layer. U-Net can be differentiated into two-

dimensional U-Net (2D U-Net) and three-dimensional U-Net 

(3D U-Net). 

Based on the study by Blanc-Durand et al. [14], they utilised 
the 3D U-Net architecture as the pre-trained model for their pre-
therapy FDG-PET/CT scans from 733 patients with DLBCL. 
The optimizer used was Adam. Similarly, Ferrández et al. [15] 
employed the 3D U-Net architecture as the pre-trained model. 
The optimisation was conducted using the Adam optimiser, 
with an epoch setting of 200. The learning rate was set at 
0.00005, alongside a decay rate of 0.000001. Furthermore, 
Swiderska-Chadaj et al. [20] utilised U-Net as their chosen pre-
trained model. In addition, Ferrández et al. [24] employed 3D 
U-Net as their chosen pre-trained model. The optimiser used 
was Adam, with an epoch setting of 200, a learning rate of 
0.00005, and a decay rate of 0.000001. Other than that, Farinha, 
F. et al. [26] employed U-Net as their chosen pre-trained model. 
The epoch setting of 150, a learning rate of 0.0001. Lastly, 
Jiang, C. et al. [28] utilised 3D U-Net model and was trained 
for 1000 epochs with a learning rate of 0.01 and Nesterov 
momentum set to 0.99. According to the work by Swiderska-
Chadaj, Z. et al. [29], the U-Net model was pre-trained using 
the Adam optimizer for 500 epochs with a learning rate of 
0.0005. 

3) ResNet-50: ResNet-50, which is made up of many 

residual blocks, aids in the learning of complex characteristics 

that are required for accurate nuclei segmentation and 

classification and performs well in DLBCL nuclei 

segmentation. The depth of its architecture allows for the 

capture of complicated nuclear characteristics, improving 

segmentation precision in DLBCL pathology images. Its 

residual connections promote gradient flow, which aids in the 

learning of complicated nuclear patterns, which is important in 

DLBCL analysis. Based on the study by Vrabac et al. [12], they 

employed ResNet-50 as their chosen pre-trained model. 

4) DenseNet-201: DenseNet-201 has a distinct architecture 

that is advantageous for DLBCL nuclei segmentation. Each 

layer in DenseNet-201 receives input from all preceding layers, 

resulting in dense connections throughout the network. This 

connectivity pattern allows for efficient information flow, 

which is important for capturing complex nuclear features in 

DLBCL pathology images. The densely connected blocks of 

DenseNet-201 allow for feature reuse, increasing model 

efficiency while effectively separating nuclei. This architecture 

reduces information loss, which is especially useful when 

segmenting densely clustered nuclei, which is common in 

DLBCL samples. According to Basu et al. [13], they used 

DenseNet-201 as their pre-trained model, optimising it using 

the Adam optimiser. The learning rate employed was 0.0001 

for training. 

In the realm of DLBCL nuclei segmentation, various deep 
learning architectures have been employed to enhance the 
accuracy and efficiency of pathology image analysis. 
HoVerNet stands out for its ability to segment clustered nuclei 
through its multi-branch framework, proving effective in 
complex arrangements. U-Net, particularly in its 3D form, is 
widely adopted for its feature extraction and reconstruction 
capabilities, with several studies optimizing it for large patient 
datasets. ResNet-50’s depth captures intricate nuclear 
characteristics, while DenseNet-201’s dense connectivity 
ensures comprehensive feature capture and efficient 
information flow. These architectures, through their unique 
strengths, contribute significantly to the progress in digital 
pathology, offering promising avenues for improved diagnostic 
methods in DLBCL. 

While both machine learning and deep learning approaches 
have shown promise in DLBCL image analysis, they have 
distinct advantages and limitations. Machine learning 
techniques, such as MLPs and RBF networks, offer 
interpretability and ease of implementation but may struggle 
with capturing complex patterns in high-dimensional data. On 
the other hand, deep learning approaches, particularly CNNs, 
excel in learning hierarchical representations directly from raw 
data but require large amounts of annotated data and 
computational resources for training. 

In short, the choice between machine learning and deep 
learning approaches in DLBCL image analysis depends on 
factors such as dataset size, computational resources, and the 
complexity of the underlying patterns. Integrating both 
approaches and exploring hybrid models may offer a promising 
avenue for future research in DLBCL diagnosis and treatment. 

IV. DISCUSSIONS 

A. Role of Preprocessing and Augmentation 

Preprocessing is a cornerstone of successful deep learning 
applications in DLBCL analysis. Techniques such as Gaussian 
smoothing, color normalization, and artifact removal ensure 
consistent image quality across datasets. Hamdi et al. [11] 
employed Gaussian and Laplacian filters to enhance features, 
while Graham et al. [19] utilized Otsu thresholding and pixel 
intensity adjustments to refine segmentation inputs. 
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Data augmentation further aids in addressing dataset 
limitations by artificially increasing sample diversity. 
Techniques such as rotation, flipping, and noise addition have 
been widely applied. For instance, Wójcik et al. [17] and 
Swiderska-Chadaj et al. [20] incorporated augmentation 
strategies to improve model effectiveness and generalizability. 
However, excessive augmentation risks introducing synthetic 
artifacts, which could affect real-world applicability. 

B. Performance of Deep Learning Models 

The performance of HoVerNet and U-Net was evaluated 
against other deep learning methods, including DenseNet-201 
and ResNet-50. HoVerNet and U-Net have emerged as 
important architectures for nuclei segmentation in DLBCL. 
HoVerNet's multi-branch framework enables simultaneous 
segmentation and classification, excelling in cases involving 
clustered and overlapping nuclei. Studies such as Graham et al. 
[19] demonstrated its ability to achieve a high Dice score of 
0.869 by leveraging nuclear pixel distances and incorporating 
classification branches. U-Net, on the other hand, employs an 
encoder-decoder structure that effectively extracts and 
reconstructs features, as highlighted by Blanc-Durand et al. 
[14], who used a 3D variant of U-Net for PET/CT imaging. 

While these models show promise, their performance 
heavily depends on preprocessing pipelines. For example, 
resizing, normalization, and augmentation methods were 
critical for improving model accuracy in studies like Hamdi et 
al. [11] and Ferrández et al. [15]. Despite their strengths, 
challenges such as overfitting, dataset variability, and 
computational demands remain significant. 

C. Challenges and Limitations 

Several challenges persist in applying deep learning to 
DLBCL segmentation such as variability in data quality. The 
differences in staining protocols and imaging equipment 
introduce inconsistencies that can affect model performance. 
Studies like Vrabac et al. [12] underscore the need for 
standardized preprocessing pipelines. Besides, limited 
annotated data is one of the limitations. The scarcity of labeled 
datasets restricts model training and evaluation. Transfer 
learning and synthetic data generation offer potential solutions 
but require further refinement. Lastly, computational 
complexity poses challenges in applying deep learning to 
DLBCL. Advanced architectures such as HoVerNet demand 
significant computational resources, which may limit their 
accessibility in resource-constrained settings. 

D. Opportunities and Future Directions 

Advancements in artificial intelligence present 
opportunities to overcome existing challenges. Generative 
adversarial networks (GANs) can be used to augment datasets 
with realistic synthetic images, while hybrid models that 
combine U-net and HoVerNet architectures could leverage the 
strengths of both. Additionally, transfer learning can facilitate 
model adaptation across diverse datasets, improving 
generalizability. 

Future research should focus on developing lightweight 
architectures for resource-limited environments. Besides, 
establishment of standardized datasets and evaluation metrics 
for fair benchmarking should carried on. This advancement 

could significantly enhance the diagnostic accuracy and 
efficiency of DLBCL analysis, ultimately improving patient 
outcomes. 

V. CONCLUSION 

In conclusion, deep learning approaches have demonstrated 
their potential as useful and efficient algorithms for 
segmentation and classification of DLBCL. Based on the 
literature review, there are some related studies that have been 
done on the deep learning-based nuclei segmentation of 
DLBCL. These studies have demonstrated the effectiveness of 
deep learning in improving DLBCL diagnosis. Thus, it is 
believed that further exploration and enhancement of the nuclei 
segmentation and classification will provide a wide alternative 
way to count and diagnose the severity level of DLBCL. Deep 
learning offers an alternative to traditional methods, opening 
opportunities for further research and practical applications. 
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APPENDIX 

TABLE I.  SUMMARY OF PRE-PROCESSING AND SEGMENTATION METHODS ON DLBCL 

Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

Hamdi, M. 
et al. [11] 

15,000 H&E 

stained whole-

slide images. 

- Gaussian filter 

- Laplacian filter 

- Normalisation 

- Resize 

Yes Yes 

Pre-trained model: 

- MobileNet-

VGG16 

- VGG16-AlexNet 

- MobileNet-

AlexNet 

MobileNet-VGG16 

- AUC: 99.43% 

- Accuracy: 99.8% 

- Precision: 99.77% 

- Sensitivity: 99.7% 

- Specificity: 99.8% 

Vrabac, D. 

et al. [12] 

209 DLBCL 

cases. 
N/A 

- Maximum area 

- Minimum area 

- Hull area 

- Perimeter 

nucleus 

- Maximum angle 

- Ellipse perimeter 

- Ellipse area 

N/A 

Pre-trained model: 

- ResNet-50 

- HoVerNet 

C-index (95% CI) of 0.635 

(0.574,0.691) 

Basu, S. et 
al. [13] 

1,000 pathologic 

tissue slides 
images of 

DLBCL and non-

DLBCL. 

 

 

N/A 

- Attention map 

feature 
transformer 

- Feature fusion 

- Image 
rotation 

- Horizontal 

and vertical flip 

- Zoom scaling 

- Vertical and 

horizontal 
shifts 

Pre-trained model: 

- DenseNet-201 

 

Optimiser: Adam 

 

Learning rate: 

0.0001 

- Accuracy: 98.31 ± 0.5 

- Sensitivity: 98.27 ± 0.58 

- Specificity: 98.35 ± 0.69 

Blanc-
Durand, P. 

et al. [14] 

Pre-therapy FDG-

PET/CT scans 

from 733 patients 
with DLBCL. 

- Resampling 

- Padding 

- Cropping 

- Scaling of the 

PET and CT 
image data 

- Adaptive 

thresholding 

- Tumour 

heterogeneity 

- Textural features 

- Total Tumour 

surfaces 

- Spatial 
dispersion 

N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Optimiser: Adam 

- Mean DSC: 0.73 ± 0.20 (Median: 
0.79) 

- Jaccard coefficients: 0.68 ± 0.21 

Ferrández, 

M. C. et al. 

[15] 

20 DLBCL 

patients on a 

dataset of 296 

maximum 

intensity 

projection (MIP) 
images. 

- Gaussian filter 

- Metabolic 

tumour volume 

(MTV) 

- Standard uptake 

value (SUV) 

- Dissemination 

- Textural features 

N/A 

Pre-trained 
Model: 

- 3D U-Net 

 

Optimiser: Adam 

 

Epochs: 200 

 

Learning rate: 

0.00005 

 

Decay rate: 

0.000001 

- Training: 0.81 (0.02) 

- Validation: 0.75 (0.07) 

 

el Hussein, 

S. et al. 
[16] 

10 CLL, 12 

aCLL, and 8 RT 
digitally stained 

N/A 

- ROI annotation 

- Ratio of 
segmented nuclear 

N/A 
Pre-trained 

Model: 
- Accuracy: 0.658 (±0.115) 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

H&E slides from 

a lymph node 

excisional biopsy. 

contour area to its 

convex 

- Hull area 

- HoVerNet 

Wójcik, P. 
et al. [17] 

37,665 H&E 

stained DLBCL 

images of size 

448✕448, divided 

into 28✕28 

square patches. 

N/A 

- Cell Patch 

Embedding 

- Patch 

Aggregation 

- Random 
resize and crop 

- Colour 

jittering 

- Random flip 

Pre-trained 
Model: 

- HoVerNet 

 

Epochs: 800 

- F1 Score: 0.939 for Epithelial cells. 

Li, D. et 

al. [18] 

Hospital A: 500 

DLBCL & 505 

non-DLBCL 
human samples 

 

Hospital B: 163 
DLBCL & 184 

non-DLBCL 

human samples 

 

Hospital C: 204 

DLBCL & 198 
non-DLBCL 

human samples 

N/A 

-Types of 

lymphomas and 

hematopoietic 
tumours 

- Colour 

- Morphology 

- Quality 

 

N/A 

- Deep Neural 

Network 

Classifiers and 
pathologists were 

compared. 

- Recall: 100% 

- Precision: 96% 

- F1 score: 98% 

 

Graham, 
S. et al. 

[19] 

24,319 annotated 
nuclei within 41 

colorectal 

adenocarcinoma 
image tiles. 

 

N/A 

- Nuclear pixel 
branch 

- Hover branch 

- Nuclear 
classification 

branch 

- Flip 

- Rotation 

- Gaussian blur 

- Median blur 

Pre-trained 
Model: 

- HoVerNet 

 

Optimiser: Adam 

 

Epochs: 50 

 

Learning rate: 

10−4 

- DICE score: 0.869 

Swiderska-

Chadaj, Z. 

et al. [20] 

H&E-stained 

slides of 287 
DLBCL cases 

from 11 hospitals. 

N/A N/A N/A 

Pre-trained 

Model: 

- U-Net 

- AUC: 0.83 (External) 

- Sensitivity: 0.95 (External) 

- Specificity: 0.53 (Internal) 

Bándi, P. 
et al. [21] 

100 whole-slide 

images from 10 

different tissues. 

- Otsu 
thresholding 

- Pixel intensity 

- Colour 

- Textural features 

- Horizontal 
mirroring 

- 90° rotation 

- Scaling 

- Colour 

adjustment 

- Contrast 
adjustment 

- Additive 

Gaussian noise 

- Gaussian blur 

- FCNN 

 

Optimiser: Adam 

 

Epochs: 16 

 

Learning rate: 

10−4 

 

Activation: ReLU 

- Dice scores: 0.9775 to 0.9891 

Ferrández, 
M. C. et al. 

[24] 

373 DLBCL 

patients 

- Normalisation 

- Filtering 
N/A N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Optimiser: Adam 

 

Epochs: 200 

 

Learning rate: 

0.00005 

 

- AUC: 0.72 

- Sensitivity: 0.59 

- Specificity: 0.8 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

Decay rate: 

0.000001 

 

Activation: ReLU 

Mohlman, 

J. S. et al. 

[25] 

10,818 images 

from Burkitt 
Lymphoma (BL) 

and DLBCL. 

- Normalisation 

- Edge detection 

- Notion of deep 

network pixel 
level 

 

- Random 

horizontal 
flipping of 

images 

- Random 
alteration of 

contrast 

Epochs: 200 

 

Learning rate: 

6. 5 × 10−5 

Accuracy: 94% 

Farinha, F. 

et al. [26] 

2886✕2886 high 

resolution images 

and patched into 

36 patches of 
equal size 

(481✕481) 

N/A N/A N/A 

Pre-trained 
Model: 

- U-Net 

 

Optimiser: Adam 

 

Epochs: 150 

 

Learning rate: 

0.0001 

 

Activation: ReLU 

- Linear regression, R2: 0.4688 

 

Shankar, 

V. et al. 
[27] 

670 lymphoma 

cases 

- Normalisation 

- Patch-based 

quality control 

(PQC) threshold 

- Minimum / 
maximum Feret 

diameters 

- Convex hull area 

- Circulatory 

- Elongation 

- Convexity 

N/A 

Pre-trained 

Model: 

- StarDist 

Diagnostic accuracy: 64.3% 

Jiang, C. et 

al. [28] 

414 DLBCL 
patients collected 

from two 

independent 
centres in 3D 

FDG-PET 

images. 

- Threshold 

- Normalisation 

- Convolution 

number 
N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Epochs: 1000 

 

Learning rate: 

0.01 

 

Nesterov 

momentum: 0.99 

- PFS: 64.5% 

- OS: 73.4% 

Swiderska-

Chadaj, Z. 
et al. [29] 

91 patients with 

H&E-stained 
specimens 

N/A N/A 

- Brightness 

- Contrast 

- Saturation 

- Rotation 

- Gaussian 

noise 

- Gaussian blur 

Pre-trained 
Model: 

- U-Net 

 

Optimiser: Adam 

 

Epochs: 500 

 

Learning rate: 

0.0005 

- AUC: 0.77 

- Sensitivity: 0.88 

- Specificity: 0.66 

Steinbuss, 

G. et al. 

[30] 

84,139 image 

patches from 629 

patients 

- Patch-based 

quality control 

(PQC) threshold 

N/A N/A 

Pre-trained 

Model: 

- Efficient-Net 

 

Optimiser: Adam 

 

- High accuracy above 95% 

- Lower BACC with multiple 
misclassification 

- Overall BACC up to 95.56% 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

Epochs: 50 

 

Learning rate: 

10−5 𝑡𝑜 10−6 

Perry, C. 

et al. [31] 

32 biopsies from 

30 patients 
N/A N/A 

- Colour 

Jittering 

- Channel 

shuffle 

 

- Multiple 

Instance Learning 

(MIL) 

 

Optimiser: Adam 

 

Epochs: 20 

 

Learning rate: 
0.0001 

- AUC: 0.95 

- Sensitivity: 87% 

- Specificity: 100% 

 

Lisson, C. 
S. et al. 

[32] 

30 patients with 

histologically 
proven mantle 

cell lymphoma 

who underwent 
contrast-enhanced 

CT or PET/CT 

scans 

- Filtering-based 

feature selection 

- 3D volumetric 

radiomic features 

- Random Flip 

- Gaussian Blur 

- Gaussian 
Noise 

Pre-trained 

Model: 

- 3D SE ResNet 

- 3D DenseNet 

 

Optimiser: Adam 

 

Epochs: 100 

 

Learning rate: 

0.001 

- Overall accuracy of predicting 

relapse: 64% 

TABLE II.  SUMMARY OF SEGMENTATION METHODS BY MACHINE LEARNING 

Authors No. of Samples Features Extraction 
Segmentation 

Techniques 
Machine Learning 

Machine 

Learning 

Library 

Results 

Carreras, J. 

et al. [33] 

414 cases of 

DLBCL. 

- Mann-Whitney U test 

- Kaplian-Meier 

- Multivariate Cox 
Regression 

- Hazard ratios / risks 

- Trainable Weka 

Segmentation 
Method 

- Multilayer 
Perceptron (MLP) 

- Radial Basis 

Function (RBF) 

- XGBoost 
- MLP was more 

“efficient” than RBF. 

Carreras, J. 
et al. [34] 

100 to 293 cases 

from the 

lymphoma 
series of Tokai 

University 
Hospital. 

- Pearson Chi-Square 

- Fisher’s exact tests 

- Nonparametric Mann–

Whitney U test 

- Kruskal-Wallis H test 

- Kaplan–Meier 

- Log-rank tests 

- Univariate and 

multivariate Cox 

Regression 

- Weka Method 

- Multilayer 
Perceptron (MLP) 

- Radial Basis 

Function (RBF) 

 

- XGBoost 
- Overall accuracy: 
100% 

Wagner, M. 

et al. [35] 

50 test images 

for whole tissue 

samples of 

DLBCL. 

- Grayscale conversion 

- Rudin-Osher-

Fatemi (ROF) 
filtering 

- Mask R-CNN N/A - Manual count: 0.9297 

Chen, P. et 
al. [36] 

193 biopsy 

specimens from 

135 patients. 

- Solidity feature - ROI annotation N/A - XGBoost 
- Accuracy: 0.925 

- AUC: 0.978 

Carreras, J. 

et al. [37] 

100 cases from 

Western 

countries 
diagnosed from 

nodal DLBCL. 

- Gaussian blur 

- Hessian 

- Membrane projections 

- Sobel filter 

N/A 
- Multilayer 

Perceptron (MLP) 
N/A 

- Successful AI 

approach in DLBCL 
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Authors No. of Samples Features Extraction 
Segmentation 

Techniques 
Machine Learning 

Machine 

Learning 

Library 

Results 

- Difference of Gaussians 

Bhattamisra, 

S. K. et al. 
[38] 

20,863 genes as 

the input layer 

and lymphoma 
subtypes as the 

output layer. 

N/A N/A 
Multilayer 

Perceptron (MLP) 
N/A 

- 58 genes predicted 

survival with high 
accuracy. 

- 10 genes were 

associated with poor 
survival and 5 genes 

with favourable 

survival. 

 

Achi, H. el 

et al. [39] 

Digital WSIs of 

H&E-stained 
slides of 128 

cases with a 

total of 2,560 
images 

- Data augmentation 
(Random cropping, image 

rotation, image inversion) 

- Max-pooling layers 

N/A N/A 

- Support 

Vector 

Machine 

- Neural 

Network 

- Overall accuracy: 

95% 

 

 


