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Abstract—Social engineering attacks are recognized as 

human-based threats and continue to increase, despite studies 

focusing on prevention methods that do not rely on the human 

aspect. The impacts of these attacks are felt across various 

industries and organizations. To solve this issue, a social 

engineering policy model must be proposed for prevention in 

industrial settings, particularly emphasizing digital marketing 

activities, a crucial process in contemporary industries. However, 

hackers often exploit activities or information in these practices, 

necessitating an industry-specific policy to prevent these threats 

in digital marketing. As a result, a comprehensive review was 

conducted to identify critical method for develop social 

engineering policy model. The review uses Bryman's method to 

determine effective approaches for designing a social engineering 

policy model tailored for digital marketing. Consequently, this 

review provided a method for crafting effective social 

engineering policy, providing valuable insights for enhancing 

digital marketing security. 
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I. INTRODUCTION 

Social engineering attacks are often performed to expose 
private information through unauthorized actions [1]. 
Similarly, NIST describes social engineering attacks as a 
method of getting trust and confidence from victims [2]. 
Verizon defines social engineering as exploring human 
psychology and manipulating sensitive information to exploit 
people's vulnerability [3]. 

Various methods have been used to prevent social 
engineering attacks. For example, CISA recommends practices 
such as staying vigilant, verifying phone calls and emails, 
refraining from divulging private or organizational 
information, ensuring email safety for financial transactions, 
installing, and managing antivirus software, implementing 
email filtering and firewall protection, using anti-phishing 
features in emails and browser plugins, and using multi-factor 
authentication (CISA). SANS Institute also advocates for 
security awareness training to mitigate the impact of social 
engineering attacks (SANS). Moreover, it is crucial to be aware 
that the prevention methods proposed by CISA and SANS 
primarily address the technical aspects. 

The term "social engineering" is applicable in the context 
of information security and marketing. Typically, marketing 
practices can be viewed as a form of social engineering [4]. In 
marketing, social engineering comprises applied methods for 
influencing social impact or change, signifying practices used 

to influence people's decisions [5]. Consequently, activities in 
marketing can be termed social engineering [6]. 

The growing trend of organizations engaging in digital 
marketing to communicate with external parties makes 
organizational boundaries unclear. This complicates decisions 
regarding the information that can be shared with external 
partners [7]. For example, using social media for digital 
marketing, including advertising, introduces the risk of 
unintended information leakage. 

According to the Weekly Threat Report dated April 12, 
2021, published by NSCS, a data breach compromised 553 
million social network users in 106 countries. This breach 
exposed private information such as IDs, gender, location, and 
date of birth (NSCS). Unauthorized individuals may exploit 
this information, manipulating human weaknesses to acquire 
more confidential data for financial gain. This deceptive tactic 
is executed through social engineering attack methods. The 
study conducted by [8] and [9] defined marketing studies based 
on the respective methods and scopes regarding social 
engineering. Unlimited exploitation of privacy can cause 
problems for both customers and companies, leading to a loss 
of customer trust and revenue when not properly managed by 
the company. 

Cybersecurity policy has a significant influence in fostering 
cyber governance and cyber resilience in organizations [10], 
[11]. Some researchers try to build cybersecurity policies with 
several techniques, such as identifying appropriate security 
policies to be applied to cyberspace [12], identifying awareness 
of cybersecurity policies [13], and conducting comparisons 
between two countries in terms of governance aspects and 
security policies [14]. However, the policies are to be built by 
[12], [13], and [14] generalized against various attacks so that 
prevention against social attacks cannot be used. Therefore, 
[10] suggested that building policies against cyber-attacks 
should be specific, such as policies to prevent social 
engineering attacks. 

Very few studies have built social engineering policies. The 
study in [15] examined recommendations for dealing with 
organizational members who fall prey to social engineering as 
an organizational policy issue. The results of this analysis 
showed that participants did not favor a punitive approach to 
security failures. Instead, they tended to favor education as a 
more pragmatic and humane solution. In contrast to [10], they 
combine the principles of raising security awareness and 
education in building a social engineering policy. The concept 
proposed by [10] requires organizational members to read and 
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learn how social engineering attacks work. In addition, social 
engineering attack awareness training is required to support the 
learning activities of organizational members, such as bringing 
in experts if they have the budget [16]. 

The studies in [15] and [10] specifically do not focus on 
building social engineering attack policies. They focus more on 
policies toward victims of social engineering attacks [15] and 
policies on how to enhance the social engineering knowledge 
of each member of the organization [10]. None of the 
researchers discussed how to build a social engineering policy. 
Therefore, to answer the gap that researchers have not 
resolved, this study propose a technical way to design a social 
engineering policy with a focus on digital marketing. The 
specialized policy aims to identify and implement relevant 
policy rules [10]. 

Developing and consistently updating information security 
policy is essential for enhancing an organization's security 
culture [17]. Numerous studies recommend adapting social 
engineering attack prevention methods at the organizational 
level by implementing robust social engineering attack policy. 
The study in [18] proposed the establishment of a strong 
information security culture through a policy aimed at 
preventing social engineering attacks. This implies that the 
crafted information security policy needs to anticipate recent 
trends in social engineering attacks [19]. Additionally, [15] 
advised focusing on content rather than just attack policy, 
taking into account factors such as avoiding harsh sanctions, 
providing employee education, offering incentives for positive 
behavior, and determining the appropriate timing for 
administering punishments. 

A good organization should develop and evaluate security 
policy based on relevant standards and business processes to 
manage systems, applications, and information effectively. 
Implementation of social engineering policy by organizations 
can mitigate vulnerability to hacker attacks, thereby 
minimizing potential damage [20]. NIST SP 800-152 
establishes a standard for Cryptographic Key Management 
Systems (CKMS), which categorizes security policy into two 
levels, namely a high-level policy for managing organizational 
information and a low-level policy consisting of rules to 
safeguard this information (NIST). CKMS standard is 
structured with three layers of security policy, including action 
management, information security, and cryptographic key 
management system security policy. NIST SP 800-53 Revision 
4 defines security policy as a set of standards that support 
security services. 

The search activity showed 31 studies on security policy, 
each categorized based on the security policy aspects. Each 
study used a unique method with the primary goal of 
developing a security policy, aiming to identify an appropriate 
phase for designing a security policy model to prevent social 
engineering attacks, particularly in digital marketing. 

In the subsequent sections of this paper, studies on the 
security policy are explained in Section II. Meanwhile, Section 
III outlines the methodology, Section IV presents the results, 
Section V presents discussion and Section VI contains the 
conclusion. 

II. RELATED WORK 

This section explains some closely related studies, focusing 
on the topics, challenges, and recommendations relevant to the 
objective of this current study. The mentioned articles serve as 
references for designing a security policy model to prevent 
social engineering attacks in digital marketing. Consequently, 
the related studies are categorized into four sections as follows: 

A. Social Engineering in Digital Marketing 

Social engineering has a unique significance in digital 
marketing, where various marketing activities, such as content 
marketing, inbound marketing, influencer marketing, social 
media marketing, creative marketing, innovation marketing, 
customer journey marketing, conversational marketing, 
customized lifecycle marketing, performance marketing, and 
Marketing 4.0 & 5.0, are categorized as forms of social 
engineering [6]. 

Social marketing is loosely associated with various 
marketing methods (as shown in Table I), including non-profit 
marketing, charity marketing, cause-related marketing, public 
sector marketing, and government marketing. Additionally, it 
shares ties with more commercial activities including green 
marketing or branding for charitable causes, where a company 
aims to be recognized as a socially responsible entity [8]. 
When social marketing is used by governments, it does not 
carry the same negative connotation as totalitarian regimes' 
propaganda, even though it is a routine government activity 
[8]. Social engineering is often linked to the desired outcomes 
of a totalitarian state and is commonly associated with the 
oppression of citizens in the public perception [8]. 
Consequently, social engineering is typically viewed as 
unfavorable, while social marketing is seen as positive. 

Digital marketing plays a crucial role in augmenting 
company income. However, improper use of digital marketing 
concerning information security can lead to substantial losses 
for the organization. [8] developed a conceptual model that 
described the factors related to social engineering and 
marketing. This model shows the effective and ineffective 
implementation of social engineering in government activities, 
such as education, policing, and funding. Similarly, [9] 
concluded that prioritizing privacy was a viable strategy for 
increasing hotel revenue. Hotels strategically use privacy 
measures to provide customers with appropriate services, such 
as spa and self-service amenities (mini-bars, vending machines, 
etc.), to enhance perceptions of room comfort and promote 
repeat visits. 

Specific policies are required to address social engineering 
attacks in organizations, primarily in the aspect of digital 
marketing. These policies not only help protect sensitive data 
but also improve the overall effectiveness of marketing 
campaigns by fostering trust and security among consumers. 

In addition, this policy will increase information security 
awareness as individuals can recognize the nature of cyber 
threats, how attacks are delivered, their impact on individual 
safety and business operations, recognize what behaviors can 
put organizations at risk, and what actions they need to 
implement when they are attacked [10]. 
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TABLE I.  RELATION BETWEEN SOCIAL ENGINEERING AND DIGITAL 

MARKETING COMPARISON OF A REVIEW STUDY 

Term in digital 

marketing 

Digital marketing 

activity 

Related to social 

engineering activity 

Personalization 

[21] 

Marketers utilize 

browsing history, 

transaction history, and 
demographic information 

to build personalized ads 

that aim to increase 
competitive advantage. 

Attackers make 

personalized message 
content contextually 

relevant to targets based on 

collected information [22]. 

Social Proof [23] 

This technique utilizes 

feedback or ratings from 
other customers to 

influence customer 

decisions in purchasing a 
product or service. 

Attackers create a false 

sense of security and 

collective behavior based on 
fake testimonials or 

statistics to increase 
credibility. In addition, the 

attacker may impersonate a 

trusted or respected figure 
in an organization and then 

say that his or her requests 

are in line with what 
everyone else is doing [24]. 

Scarcity and 

Urgency [25] 

Marketers use the 
technique of conveying 

information on 

commodity unavailability 
or limited offer of a 

product in marketing 

activities. 

Attackers using the scarcity 

principle refer to a 

persuasion approach using 
time-based constraints. This 

technique triggers feelings 

of anxiety about what will 
happen if no immediate 

action is taken.[26]. 

Storytelling [27] 

Marketers create stories 

around products to create 
an emotional connection 

with consumers. 

The attacker constructs a 
personalized story to get the 

attention of the target, such 

as a sad story or a victim of 
a crime or war [28]. 

Trust is paramount in digital marketing. A well-designed 
security policy will give customers the impression that the 
organization takes protecting customers from cybersecurity 
attacks seriously. The policy must contain an interactional 
approach to influencing user decisions through 
recommendations or responses from others as a preventive 
measure for social engineering attacks [29]. 

In addition, the social engineering attack policy that has 
been built is essential to be implemented in an organization. 
Regular training to raise awareness is an important aspect when 
implementing social engineering attack policies. Every 
organization must build social engineering policies carefully to 
reduce individuals becoming victims of social engineering 
attacks [15]. 

The social engineering attack policy should contain 
technical measures including incident management [30]. Every 
incident caused by social engineering must be immediately 
responded to by the organization, either automatically or 
manually, so as not to have a fatal impact on the management 
and finances of the organization [31]. Therefore, social 
engineering attack policies must contain incident management 
measures that are always up-to-date with social engineering 
attack patterns [32]. 

Therefore, building a social engineering attack policy is not 
only a preventive measure, but digital marketing aspects are an 
inseparable part of fostering customer trust, ensuring 

compliance, and protecting the organization from evolving 
threats. 

Very few researchers have modeled social engineering 
threats such as [33], [34], and [35]. One of the most famous 
social engineering attacks is phishing [34]. Threat modeling 
[33] is to build a phishing model consisting of the factors of 
threat detection, elaboration, phishing susceptibility, 
motivation to process, ability to process, and knowledge. 
Threat detection factors have a significant influence on 
reducing phishing attacks. Organizations should invest in 
mitigation measures that support users in detecting phishing 
threats [36]. In addition, the use of phishing threat modeling 
also has a significant impact on identifying and securing IoT 
device vulnerabilities during the initial design phase [34]. 
Reference [34] utilize detailed information about attacks from 
each stakeholder. After that, Authors in [34] built a Data Flow 
Diagram (DFD) to apply threat modeling techniques to identify 
potential threats in the underlying case using STRIDE threat 
modeling. 

In contrast to [35], they predicted the occurrence of social 
engineering attacks based on data on the effectiveness of the 
modalities and principles of persuasion used in Social 
Engineering Threats (SETs). However, the prevention was 
carried out by [33], [34], and [35]. It is not fully maximized 
because it still focuses on technical prevention and evaluation 
of vulnerabilities that have the opportunity to be breached by 
social engineering. 

Some researchers built threat modeling on social networks, 
such as Privacy Threat Modeling Language (PTMOL) [37] and 
DetThr model [38]. The study in [37] built PTMOL to model 
privacy threats in the Online Social Network (OSN) domain. 
PTMOL can be incorporated into software development during 
the design phase of OSNs [37] so that software developers can 
focus more on privacy protection when building OSNs. The 
DetThr model built by [38] uses the ThrNet semantic network. 
The study in [38] claimed that the DetThr Model performed 
very well in identifying threatening tweet messages. Similar to 
[33], [34], and [35], [38] and [37] have not been able to build a 
maximum prevention for social engineering attacks because 
they still focus on privacy and tweet threats technically. 

Brand honesty, consumer trust, and economic security are 
all severely compromised by sophisticated cyberattacks 
targeting brand communication networks in today's digitally 
driven market [39]. 

Social engineering threats are increasingly dangerous 
today, but very few focus on prevention, especially in digital 
marketing. Some social engineering attacks that can be used by 
attackers in digital marketing are phishing, spear phishing, 
baiting, pretexting, vishing, smishing, and water-Holing [40]. 
Phishing utilizes human weaknesses such as time constraints, 
threats, and user habits to obtain important information by 
using emails that already contain malicious links. Similar to 
phishing, spearphishing is more targeted to potential victims; 
likewise, with vishing, phishing techniques utilize phone calls 
or the like to get victims, while smishing utilizes Short 
Message Service (SMS). Baiting utilizes the curiosity of 
potential victims, such as using a USB Stick with a specific 
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company logo that contains malicious code. At the same time, 
water-holing takes advantage of the weakness of an 
organization's website to insert malicious code to obtain 
important information when the victim accesses the website. 
Social engineering attacks can utilize digital marketing 
activities, as shown in Table II. 

TABLE II.  SOCIAL ENGINEERING WITH ATTACK VECTOR IN DIGITAL 

MARKETING 

Social 

engineering 

attack 

Attack vector 
Potential digital marketing activity to 

exploit 

Phishing 

Email or 

message feature 

from Social 
Networking 

Sites contains a 

malicious link 
with a broader 

target 

Email marketing, ads on social media, 

promotional landing pages, promotion-
based instant messaging, Malicious SEO 

(Search Engine Optimization), Promotion in 

Online Groups or Forums, and QR Codes in 
Offline-Online Campaigns. 

Spear 

Phishing 

Email or 

message feature 

from Social 
Networking 

Sites contains a 

malicious link 
with a broader 

target 

Personalized Offer Emails, Targeted Ads on 
social media, LinkedIn or Other 

Professional Platforms, Fake Events or 

Webinars, Targeted E-Commerce or 
Product Offers, Browsing Record-Based 

Phishing (Retargeting), Targeted Charity or 

Donation Campaigns, Surveys or Feedback 
Forms, Personalized WhatsApp or SMS 

Messages, and Use of Public Facts about 

Targets. 

Vishing 
Robocall or 

Malicious Call 

Exclusive Promotional Offers by Phone, 

Fake Order Confirmations, Fake Charity or 

Donation Campaigns, Special Investment or 
Insurance Offers, Fake Surveys with Prizes, 

Customer Retention Scams, Lure of Prizes 

from social media or Online Contests, 
Confirmation of Changes to Customer 

Accounts or Data, Retargeting or 

Remarketing Based Scams, and Webinar or 

Online Event Registration Based Scams. 

Baiting 

Malicious USB 

Sticks or digital 

assets 

Free Digital Content Promotions, Fake 

Giveaways, Fake Discounts or Coupons, 

Free E-Book or Educational Material 
Offers, Pop-Up Ads Offering Gifts or 

Services, Free Software or Plugin Offers, 

Fake “Try It Free” Campaigns, “Rare” or 
Exclusive File Promotions, Rewarded 

Surveys or Polls, and Rewarded QR Code 

Offers. 

Smishing 

The SMS 

contains a 

malicious link 

Discount or Special Promo Offers, Order 

Confirmation or Package Delivery, 

Suspicious Activity Notifications on 
Accounts, Sweepstakes or Giveaway 

Winner Announcements, Surveys or 

Quizzes with Prizes, Service Upgrade 
Offers, Account Closure Announcements, 

Fake OTP Codes, Free Service Offers, and 

Personal Data Update Requests. 

Water-

Holing 

Infected 
website with 

malicious code 

Display Ads on Popular Sites, Manipulation 

of Affiliate or Partner Sites, Advertised 

Local Events or Events, and Attacks on 
Coupon or Discount Provider Sites. 

Significantly few researchers have prevented social 
engineering attacks on digital marketing, such as preventing 
water-holing attacks by utilizing Remote Browser Isolation 
Technology [41] and building a Socio-Cyber-Physical System 
(SCPS) framework to protect digital marketing assets from the 
threat of cyber-attacks [39]. The study in [41] performs 

isolation and protection of website security access by utilizing 
Remote Browser Isolation Technology. The concept proposed 
by [41] helps maintain customer trust, ensure data privacy, and 
protect brand reputation in the ever-evolving digital marketing 
landscape. In contrast to [41], [39] combines social behavior 
analysis, physical network monitoring, and powerful artificial 
intelligence to build a comprehensive and flexible security 
system to identify cyber-attacks in advertisements, such as 
phishing. 

There was no one-size-fits-all solution for social 
engineering attacks, and not all mitigation or defense strategies 
were equally effective for every target. Therefore, methods for 
identifying and addressing differences in each target and 
existing social engineering attack models were needed to 
develop better prevention strategies [35]. 

B. Information Security Policy 

Existing information security policies proposed by various 
studies and defined based on correlation topics among the 
policy and other scope include: 

1) General information security policy: To build and 

implement an information security policy, [42] identified ten 

necessary elements, namely risk assessment, policy 

construction, implementation, compliance, management, 

employee support, and three input elements for policy 

development, including policy guidance standards, drivers, 

and current literature related to information security policy. 

Different elements proposed by [42] and [43] design 

information security policy to prevent insider threats in 

organizations. The study uses six elements, namely cyber 

threat intelligence, organizational commitment, security 

intelligence, information security investment, and 

misperceptions of information security. Meanwhile, [44] 

formulated information security policy to assist in 

organizational regulation and information system security. 

Information security forms consist of three main elements, 

such as archives of main directions or policy, standard aspects 

or policy elements, and activity procedures or technical 

directions. Additionally, [45] identified determining elements 

of information security policy, including policy components, 

objectives, actionable tools, consequences, educational 

concepts, general concepts, and additional sources. Similar to 

[45], [46] used seven elements, namely local, global, and 

integration elements, areas of information security policy 

expertise, ISP characterization, management, and critical 

player factors to build an information security model. 

The elements proposed by [46], [45], [42], [44], and [43] 
shared a common relationship. However, a crucial step or 
procedure is more critical in the development of an information 
security policy [47], [48], [49]. Action methods, incorporating 
planning, action, and reflection are used to formulate 
information security policy in Small and Medium Enterprise 
(SME). The planning phase comprises identifying SME 
problems, the action phase consists of formulating an 
information system security policy, and the reflection phase 
assesses whether the policy is consistent with organizational 
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goals and resolves SME problems. This method was different 
from that of [49], which deployed a framework to realize 
information security policy for higher education. To safeguard 
an educational organization information asset from internal, 
external, intentional, or unintentional threats, an "Information 
Security Policy" must be developed [50]. The phases for 
elaborating information security policy, according to [49], 
include team development as a pre-development process, risk 
assessment, regulation drafting, validated policy documents, as 
a process of development, realization, control, and evaluation 
of policy as a utilization process. 

Various studies adopted different perspectives when 
developing information security policy, such as ontologies and 
models. [51] used four stages to analyze the ontology, defining 
policy recognition to determine permission, obligation, or 
prohibition rules for users, determining action rules for 
accessible options in the system, identifying compliance 
factors with policy, and determining actors and accessors or 
recipients of information security policy practices. In 
comparison with [51], [52] used a policy-and human-oriented 
model consisting of three main factors, namely information 
security policy awareness, security training, and computer and 
security technology proficiency. Differing from the model 
proposed by [52], [53] used a formal model to determine 
security policy in companies by adopting the Chinese wall 
concept. Similarly, [54] developed a finite automaton policy 
model for implementation in network security systems. 
Meanwhile, [55] proposed a model discussing motivation 
mechanisms for employees to comply with the Information 
Systems Security Policy (ISSP). While studies presented 
various models to determine information security policy, no 
evaluation has been conducted on the proposed models in 
developing policy. 

Numerous studies tried to assess existing information 
security policy to optimize development. Reference [56] 
scrutinized information security policy for implementing e-
commerce in Saudi Arabia, while [91] explored the phases, 
context, and content of ISP information security policy 
development. Adjusting information security policy with 
business strategies is crucial for successful implementation, as 
identified by [57], which explored the assimilation of 
information security policy using a normative, mimetic, and 
coercive method. Evaluation of information security policy 
across various sectors, including business environments [58], 
education [59], and multiple entities in different countries [60], 
showed considerations such as non-compliance, promotion, 
management, policy updates, and biased policy areas. 
Recommendations for information security policy stem from 
risk analysis, industry guidelines, government legislation, and 
current organizational policy, yet [60] showed a lack of 
consistency in applying 'security controls' across policy. 

Despite numerous studies on information security policy, 
several critical aspects require improvement. This includes the 
adoption of proposed policy applicable to various 
organizations, countries, and conditions, the evaluation of 
awareness surrounding developed policy, the lack of evaluation 
for policy acceptance, and the absence of technical procedures 
accompanying policy implementation. 

2) Information security policy in social engineering cases: 

Social engineering is a cyber-attack with significant 

repercussions for organizations and individuals and has 

received limited attention in the aspect of information security 

policy. Reference [61] evaluated social engineering victims 

and provided policy recommendations for affected 

organizations. The study suggested that while education is 

highly appropriate for individuals affected by social 

engineering attacks, it may not suffice for members of 

organizations facing repeated attacks. The need for more 

suitable sanctions for organizational members was also 

discussed, advocating for a policy-based method to prevent 

social engineering attacks. 

3) Information security policy and formal model: 

Reference [62] constructed a formal verification for 

information flow security with dynamic policy in a system. 

Furthermore, the study developed a general security model 

incorporating dynamic security policy, underscoring the 

importance of considering security policy in securing the flow 

of information. 

In summary, various studies established diverse 
information security policies across different domains and 
scopes. Generally, investigation on information security policy 
has been developed based on unique methods and study 
scopes. However, no prior explorations outlined a social 
engineering security policy model for digital marketing, which 
is a gap the current study aims to fill. 

C. Risk Assessment in Security Policy 

Conducting risk assessments is recommended as a 
foundational step in developing information security policy. 
Social engineering arises due to hackers exploiting human 
vulnerability [63]. Therefore, risk assessments are necessary 
for organizations and individuals as an initial step in 
formulating policy to prevent social engineering attacks. [63] 
identified the nature and key factors of social engineering, 
conducted a risk assessment using a probabilistic model, and 
subsequently implemented mitigation strategies based on the 
assessment results. 

Compared with [63], [64] verified the attack vector and 
prevention of social engineering using a formal model method. 
Risk assessment models prove valuable in situations 
characterized by high uncertainty and known facts [64]. The 
developed risk assessment model aids decision-makers in 
choosing the optimal solution for mitigating vulnerability and 
reducing risks. 

D. Information Security Policy Evaluation 

Previous studies proposed evaluating information security 
policy. For example, [65] described information security policy 
measurement using the readability factor. The study used 
sequential mixed methods to assess the readability of 
information security policy, although it did not delve into 
explaining the elements of information security policy. Similar 
to prior investigations, this study does not evaluate social 
engineering policy for digital marketing. The current review 
aims to address the gap in the existing literature by exploring a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

879 | P a g e  

www.ijacsa.thesai.org 

security policy model to prevent social engineering attacks in 
digital marketing, an area that has received limited attention. 

The study topic primarily focused on social engineering 
and information security policy as shown in Table III. It was 
observed that there was an absence of a study topic specifically 
addressing social engineering policy for digital marketing. 
Reference [8] determined the connection between social 
engineering and marketing, showing that social engineering 
could be used to reach customers in marketing strategies. 
However, it could not be directly applied to prevent the impact 
of social engineering in marketing activities. Addressing these 
gaps would be interesting to develop a social engineering 
policy model for digital marketing. 

TABLE III.  COMPARISON OF THE REVIEW STUDIES 

Years Studies 
Social 

engineering 

Information 

security policy 

Marketing/digital 

marketing 

2022 [50] - √ - 

2020 [66] √ - - 

2022 [67] √ - - 

2021 [68] √ - - 

2021 [69] √ - - 

2021 [20] √ - - 

2020 [70] √ - - 

2020 [71] √ - - 

2020 [45] - √ - 

2020 [72] √ - - 

2022 [73] √ - - 

2022 [60] - √ - 

2022 [74] - √ - 

2020 [57] - √ - 

2024 
This 

Study 
√ √ √ 

III. METHODOLOGY 

In this section, the research outlines the approach employed 
to formulate a security policy model aimed at preventing social 
engineering attacks within the domain of digital marketing. 
This analysis was organized following the findings presented 
in study [75]. The systematic and structured steps are outlined 
in three main stages, namely Planning, Conducting, and 
Reporting and Dissemination, as illustrated in Fig. 1. 

In the planning phase, this research methodology was 
constructed based on the significant contributions found in this 
source. These references provide the theoretical foundation and 
key insights that guided the selection and evaluation of relevant 
articles. Therefore, the structure of this review acknowledges 
the significant contributions of this literature, which plays a 
critical role in shaping this study approach. 

Moving into the conducting phases, this research involved 
a systematic and comprehensive exploration of the selected 
literature. This phase included a meticulous analysis of the 
identified articles to extract relevant information pertaining to 
the design and implementation of social engineering policy 

models in the realm of digital marketing. Data extraction 
methods were employed to categorize and synthesize key 
findings, enabling a detailed understanding of the 
methodologies, challenges, and outcomes presented in the 
literature. Additionally, during this phase, this research applied 
rigorous criteria to ensure the inclusion of studies that align 
closely with research question and objectives. The conducting 
phases were crucial in assembling a comprehensive overview 
of existing insights, paving the way for a nuanced and 
evidence-based evaluation of social engineering policy models 
in the context of digital marketing. 

 

Fig. 1. The review study steps. 

As this study transitioned into the reporting and 
dissemination phases, the focus shifted towards synthesizing 
the gathered information into a coherent narrative. This 
involved the compilation of a comprehensive report 
summarizing the key methodologies, findings, and insights 
obtained throughout the review. The report was structured to 
provide clarity and accessibility, ensuring that stakeholders and 
fellow researchers could easily comprehend the nuances of this 
study. Moreover, the dissemination aspect involved sharing 
research outcomes through appropriate channels, such as 
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field of social engineering policy models for digital marketing. 
Details of the criteria for the search, selection, and assessment 
process can be seen in Fig. 2. 
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A. Searching Process 

The search process is a crucial component of this study, 
encompassing distinct selection and assessment phases. In the 
selection phase, the research objective was to identify and 
include studies that met predefined criteria essential to this 
study focus. Specific criteria, including aspects such as title, 
year of publication, and article type, were carefully applied to 
filter and include only studies relevant to this investigation. 

To ensure a comprehensive exploration of the existing 
literature, the search was systematically conducted across nine 
renowned digital databases. These databases, namely ACM, 
Elsevier, Emerald, IEEE, Mdpi, Sage, Springer, Wiley, and the 
WOS index were selected for their prominence in hosting 
scholarly works related to the research domain. The inclusion 
of these diverse databases aimed to capture a broad spectrum 
of literature, enhancing the comprehensiveness and depth of 
this study. 

Through this search process, this research sought to curate 
a robust collection of studies that would contribute 
meaningfully to understanding of social engineering policy 
models in the context of digital marketing. The emphasis on 
specific criteria and diverse databases ensures a rigorous and 
inclusive approach, allowing for a thorough examination of the 
available literature. 

Aiming to address specific research question, “Which is the 
suitable method to design social engineering policy model for 
digital marketing?”, this study identifies, elucidates, and 
summarizes suitable methods. Article selection is based on 
specific criteria with relevant keywords such as social 
engineering, information security policy, risk assessment, and 
evaluation methods. 

The outcome of the search process revealed 2,295 articles, 
including 323 articles indexed by IEEE, 190 articles indexed 
by Elsevier, 215 indexed by Springer, 69 articles indexed by 
Wiley, 59 articles indexed by Sage, 142 articles indexed by 
Taylor & Francis, and 1,297 indexed by WOS. 

B. Selection Process 

To ensure the inclusion of studies aligned with the research 
objectives, a meticulous selection process was undertaken. 
Specific criteria were defined, centering on keywords deemed 
relevant to the investigation, including social engineering, 
information security policy, risk assessment, and evaluation. 
These keywords were strategically chosen to encapsulate the 
essential components of research focus, allowing us to narrow 
down the pool of potential studies. 

This comprehensive selection approach, which spanned 
multiple databases and publishers, aimed to capture a 
representative sample of the available literature, enriching the 
breadth and depth of this study. By adhering to specific criteria 
and surveying various databases, this study sought to ensure a 
thorough and well-rounded examination of the relevant studies 
in the field of social engineering policy models for digital 
marketing. 

Articles were screened using criteria related to keywords 
and publication year, resulting in the identification of 1,357 

articles during this phase. However, 938 articles did not meet 
the specified selection criteria. 

C. Assessment Process 

The next step involved assessment process, which was the 
final stage in this study. The process identified studies that 
were consistent with the objectives of this current study, using 
specific criteria and context. Furthermore, a matrix was 
developed to capture essential information such as author, title, 
publication year, quartile index, features, advantages, 
limitations, and potential future research. 

This study employed two sets of assessment criteria. The 
initial criteria screened articles according to authorship, 
research title, publication year, and quartile index, yielding a 
total of 1,051 articles meeting these criteria. However, 306 
articles did not align with the first set of assessment criteria and 
were excluded. The second set of criteria evaluated articles 
based on research features, advantages, limitations, and future 
research, resulting in the identification of 99 articles meeting 
these criteria. Additionally, 207 articles were deemed 
unsuitable based on the second set of criteria and were 
consequently excluded. 

As a result, the selection process yielded a diverse set of 
results from various databases. Specifically, this study 
retrieved 2 papers from ACM, 13 from Elsevier, 9 from 
Emerald, 45 from IEEE, 1 from MDPI, 2 from Sage, 13 from 
Springer, 3 from Wiley, and 11 from other publishers indexed 
by the Web of Science (WOS). The results are presented in 
Table IV, encompassing the number of selected articles from 
each database. 

TABLE IV.  RESULT ASSESSMENT PROCESS 
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ACM 2 - - - 2 

Elsevier 9 4 - - 13 

Emerald 6 3 - - 9 

IEEE 32 11 1 1 45 

Mdpi 1 - - - 1 

Sage 1 1 - - 2 

Springer 7 6 - - 13 

Wiley 3 - - - 3 

WOS 6 4 1 - 11 

 67 29 2 1 99 

IV. RESULT 

This study was categorized into three main areas with four 
subcategories, as shown in Table V. The primary contributions 
of the selected study for developing social engineering policy 
model for digital marketing comprised methods to building risk 
assessment based on qualitative methods models [63] or 
quantitative methods [64] and an evaluation method for 
information security policy before the release to users and 
stakeholders [76]. Finally, the selected study adopted different 
methods, aiming to develop information security policy or 
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prevent social engineering in the field of study, hence 
contributing to the development of a social engineering policy 
model for digital marketing. 

TABLE V.  MAPPING METHODOLOGY REVIEW 

Methodology Keyword Study 

Qualitative 

Social 

Engineering 

[7], [8], [18], [19], [29], [67], [68], [69], 

[70], [71], [72], [73], [77], [78], [79], 
[80], [81], [82], [83], [84], [85], [86], 

[87], [88], [89], [90], [91], [92], [93], 

[94], [95], [96], [97], [98], [99], [100], 
[101], [102], [103], [104], [105], [106], 

[107], [108], [109], [110], [111], [112], 

[113], [114], [115], [116], [117], [118], 
[119], [120] 

Information 

Security Policy 

[9], [15], [44], [45], [47], [48], [49], 

[51], [52], [54], [56], [57], [58], [59], 

[60], [62], [74], [121], [122], [123], 
[124] 

Risk Assessment [63] 

Evaluation 
- 

 

Quantitative 

Social 

Engineering 

[125], [126], [127], [128], [129], [130], 
[131] 

 

Information 
Security Policy 

[51], [132], [133] 
 

Risk Assessment [64] 

Evaluation 
[76] 

 

Mix methods 

(Qualitative 

and 
Quantitative 

Methods) 

Social 
Engineering 

[66] 
 

Information 

Security Policy 

[42], [43] 

 

Risk Assessment 
- 
 

Evaluation - 

V. DISCUSSION 

The previous studies offered recommendations for 
designing security policy model to prevent social engineering 
attacks in digital marketing. Although various methods existed 
for designing security policy models to prevent social 
engineering attacks, this current investigation, according to 
[57], followed three phases, namely identifying security policy 
requirements, developing security policy model, and validating 
security policy model. 

However, previous ones fell short of comprehensively 
addressing all three phases of designing security policy models 
to prevent social engineering attacks. It should be 
acknowledged that each study tended to concentrate on a 
specific part. For example, [118] exclusively discussed the 
user‐centric model without covering other phases of designing 
security policy model for preventing social engineering attacks 
in digital marketing. Meanwhile, it overlooked the phases of 
developing security policy models, risk assessment 
frameworks, formal methods, and evaluation methods. This 
implies that future works are needed to design a comprehensive 
approach to model security policies to prevent social 
engineering attacks in digital marketing and to implement them 
in various organizations to see the effectiveness of the policies. 

This study experienced several limitations, including 
acquiring methods to evaluate social engineering attack policy, 
particularly before and after policy implementation. Several 
studies solely concentrated on building information security 
policies to counter information security threats. Additionally, 
some social engineering explorations were limited to 
evaluating perceptions about information security policy and 
using formal models to identify essential processes in 
information security policy. While readability methods served 
as an alternative for assessing policy effectiveness, challenges 
existed in determining how to assess better readability in an 
organizational context. The aspect of digital marketing for 
social engineering is relatively new, yet numerous social 
engineering activities inevitably occur, particularly in 
information gathering. Even though the term "social 
engineering" in marketing carries a positive connotation, when 
the activity deviates, it could cause a threat to digital marketing 
activities without realization. 

VI. CONCLUSION 

This review successfully identifies methodologies that can 
be used to build Social Engineering Policy Models, especially 
Digital Marketing. This review categorizes quality articles into 
three methodologies, namely Qualitative, Quantitative, and 
mixed methods. Each article is categorized into social 
engineering, information security policy, risk assessment, and 
evaluation. Based on the review’s findings, many researchers 
only build policies to prevent social engineering attacks but do 
not validate the policies used, especially researchers who use 
mixed methods. Therefore, one of the directions of future 
research development is to ensure that every social engineering 
attack policy built must be validated or assessed. Validation 
and assessment can use formal methods and risk assessment 
techniques. 
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