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Abstract—With the rapid developments of measurement and 

monitoring techniques, massive amounts of in-situ data have been 

recorded and collected from the measurement system of combine 

harvesters in their working process and/or field experiments. 

However, the relationship between the operation parameters and 

the performance index such as clearing loss usually changes 

greatly in different sample subspaces, which makes it difficult for 

conventional prediction models to model the in-situ data, since 

most of them assume that the relationship is the same or similar 

throughout the whole sample space. Therefore, a polynomial chaos 

expansion-based bagging prediction model (PCE-BP) is proposed 

in this article. A polynomial chaos expansion-based decision tree 

is constructed to divide the sample space such that the relationship 

between the operation parameters and the performance index in 

the same part is more similar than the others, and bagging is used 

to ensemble the polynomial chaos expansion-based decision trees 

to reduce the perturbation and provide robust predictions. The 

experiments on the mathematical functions show that the 

proposed prediction model outperforms polynomial chaos 

expansion, polynomial chaos expansion-based decision tree, and 

the conventional bagging prediction model. The proposed 

prediction model is validated through two monitoring datasets 

from a combine harvester. The experimental results show that the 

PCE-BP model provides better cleaning loss and impurity rate 

prediction results than the other prediction models in most 

experiments, showing the advantages of sample space partitioning 

and bagging in the data modeling of combine harvesters. 

Keywords—Combine harvester; data modeling; polynomial 

chaos expansion; decision tree; bagging 

I. INTRODUCTION 

A combined harvester is a critical type of agricultural 
machinery that has been widely used to harvest grain crops. In 
the working units of a combine harvester, the grain crops are 
divided into grains and other materials by cutting, feeding, 
threshing, and cleaning. Since the interactions between the 
working units (header, conveying trough, cleaning fan, and 
sieve) and crops are very complex, it is difficult to construct an 
accurate theoretical or simulation models to accurately describe 
the working process of combine harvesters [1], [2], [3], [4]. In 
recent decades, numerical simulation methods such as 
computational fluid dynamics have been used to predict and 
analyze the working process of combine harvesters, which 
provides useful advice and references for the design, analysis, 
and optimization of working units [5], [6]. However, the 
computational cost of numerical simulations is too high to be 

accepted. For instance, the computational fluid dynamics 
simulation of a cleaning fan takes approximately four hours. If 
100 simulations are conducted to obtain the mapping function 
between the design variables and the flow rate, it would take out 
400 hours, around 17 days. In the past few years, the intelligent 
techniques of combine harvester since more operation 
parameters can be monitored and measured in the operation 
process and/or field experiments of combine harvesters. The 
interaction mechanisms and information among the working 
units and those between the crops and working units are 
involved in the measured data. In addition, the computational 
cost of the data-driven model is usually much lower than that of 
the corresponding numerical simulation. Therefore, the data-
driven design, analysis, optimization, and control of combine 
harvesters are being the topics of interest in recent years [7], [8], 
[9], [10]. 

In the data mining tasks of combine harvesters, the first and 
most crucial step is constructing a prediction model for the 
response of interest, such as cleaning loss and grain impurity. 
Compared with hyperparameter prediction models (such as 
artificial neural networks and support vector regression), 
polynomial regression-based prediction models offer the 
advantages of lower computational cost and higher 
interpretability ,which have been widely used in the data 
modeling of combine harvesters.For example, Zareei and 
Abdollahpour [7] applied polynomial regression to identify the 
primary factors influencing header loss and determined the 
optimal factor combination through experimental design. 
Mirzazadeh et al. [11] constructed a semi-threshed cluster 
prediction model using polynomial regression and then 
optimized the feeding rate, fan speed, and sieve open rate to 
reduce the impurity rate. However, the interplay between 
operational factors and the associated performance indicators 
often changes greatly in different sample subspaces, as the 
interactions between the working units and crops are very 
complex, as discussed above. Most conventional polynomial 
regression-based prediction models assume that the regression 
relationship is the same or similar throughout the whole sample 
space, so it is challenging to assess the complex relationship 
between the operation parameters and the performance index of 
combine harvesters. On the other hand, the conventional 
polynomial regression method lacks nonlinear learning ability 
[12]. To this end, we proposed a prediction method in this work, 
aiming to solve the first problem by sample space partition based 
on the interplay between operational factors and the associated 
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performance indicators and to solve the second problem by 
introducing a Gaussian stochastic process to polynomial 
regression (polynomial chaos expansion, PCE). 

Many sample space partition methods have been proposed 
in the area of machine learning, such as decision trees [13], the 
𝑘-means algorithm [14], and the fuzzy 𝑐-means algorithm [15]. 
Since the 𝑘 -means algorithm and fuzzy 𝑐 -means algorithm 
cannot provide the partition rules directly, the sample space 
partition strategy proposed here is developed under the 
framework of decision tree. In a decision tree, the sample space 
is recursively partitioned so that the samples in the same 
subspace at each leaf node have similar/identical classification 
labels (classification decision tree) or responses (regression 
decision tree). Decision trees for classification purposes play a 
prominent role in various applications, including fault detection 
and identifying patterns. Chaitanya and Yadav [16] proposed a 
fault identification and location approach for multi-terminal 
lines based on a decision tree. The proposed method has been 
applied and validated based on series-compensated transmission 
lines and double-ended transmission lines. Liu et al. [17] 
designed a void detection method to assist in the health 
monitoring of sandwich-structured immersed tube tunnels, 
where the void classifier was constructed using a decision tree 
based on the characteristics of impact elastic waves. 
Muralidharan and Sugumaran [18] used continuous wavelet 
transform to represent the vibration signals of monoblock 
centrifugal pumps and applied a decision tree to predict different 
types of faults. In a regression decision tree, the sample space is 
recursively partitioned so that the continuous responses in the 
same subspace are similar. The average response of the samples 
at the same node is considered as the predicted value for new 
points. Liang et al. [19] used a regression decision tree to predict 
the uniaxial compressive strength based on the material 
parameters and indicated that the regression decision tree 
outperformed multiple regression in most experimental cases. 
Waruru et al. [20] analyzed the near infrared diffuse reflectance 
spectroscopy data of air-dried soil and then used a regression 
decision tree to estimate the soil aggregation level based on the 
spectral data. Nieto et al. [21] collected the filter pressure drop 
data of a micro irrigation system and constructed a pressure drop 
prediction model using a regression decision tree. In addition, 
the importance of the input variables is ranked based on the 
nodes and splitting values of the regression decision tree. In 
conventional decision trees, the choice of the splitting input 
variable and the determination of the partitioning threshold for 
each node hinge on either the classification labels or the mean 
response exhibited by the samples. Put simply, within each leaf 
node's subspace, samples share identical classification labels or 
comparable responses, yet there's no consistent correlation 
between input variables and the output. The prediction 
performance of the decision tree frequently undergoes 
significant variations due to the perturbation in the splitting 
feature optimization process as well. To solve the first problem, 
a new decision tree based on polynomial chaos expansion is 
proposed here, in which the sample space at each node is divided 
according to the regression relationship of samples. Then, 
bootstrap aggregation [22], [23], [24], also called bagging, is 
used to improve the robustness of the prediction results to solve 
the second problem. 

Here's how the remainder of this document is structured. In 
Section II, the related works of sample space partitioning and 
polynomial chaos expansion are reviewed, and the motivation 
and framework of the proposed method are discussed as well. 
The details of the proposed polynomial chaos expansion-based 
bagging prediction model are presented in Section III. In 
Sections IV, several mathematical functions and two in-situ 
datasets of a combine harvester are used to validate the proposed 
prediction model. Section VI summarizes the conclusions and 
viewpoints. 

II. POLYNOMIAL CHAOS EXPANSION-BASED BAGGING 

PREDICTION MODEL (PCE-BP) 

A. Polynomial Chaos Expansion 

In this study, Polynomial Chaos Expansion (PCE) is 
employed to assess the correlation between operational 
parameters and performance indices. In a PCE model, the 
response of interest 𝑦 is estimated as follows [25]. 

 𝑦 = ∑ 𝛽𝛼𝛹𝛼(𝒙)𝛼∈𝑁𝑛  

where 𝒙 is the vector of input variables, 𝛼 = (𝛼1, … , 𝛼𝑛) is 
an 𝑛-dimensional index, 𝛽𝛼  is the coefficients, and 𝛹𝛼  is the 
tensor product of normalized univariate orthogonal polynomials 
as follows. 

 𝛹𝛼(𝑥) = ∏ 𝛹𝛼𝑖
𝑖 (𝒙𝑖)

𝑛
𝑖=1  

Usually, only the 𝑝-degree is considered in Eq. (1) to reduce 
the computation cost, and the response of interest in Eq. (1) is 
revised as follows. 

 𝑦 ≅ ∑ 𝛽𝛼𝛹𝛼(𝑥) 
𝛼∈𝛢𝑝,𝑛   

 𝛢𝑝,𝑛 = {𝛼 ∈ 𝑁𝑛: 𝛼 = ∑ 𝛼𝑖 ≤ 𝑝𝑛
𝑖=1 } 

Eq. (1) can be rewritten as 

 𝑦 = 𝛹𝛽 

where, 𝑦 is the vector composed of the responses for the 𝑛 
samples, 𝛹  is the matrix of Hermite normalized univariate 
orthogonal polynomials, and 𝛽 is the vector of the polynomial 
chaos coefficients. Upon examining the aforementioned 
equation, it becomes apparent that acquiring knowledge of the 
coefficients 𝛽  allows for the derivation of the PCE model. 
Notably, when the quantity of samples is at least as many as the 
model's degree, the coefficients 𝛽 can be estimated utilizing the 
least squares approach, as outlined below. 

 𝛽 = (𝛹𝑇𝛹)−1𝛹𝑇𝑦 

B. Proposed Prediction Model 

As discussed in Introduction, we proposed a new prediction 
model based on polynomial chaos expansion, named the 
polynomial chaos expansion-based bagging prediction model 
(PCE-BP), in which the sample space is partitioned to enhance 
prediction precision, while bagging techniques are employed to 
bolster the stability of the prediction outcomes. In the proposed 
prediction model, 𝑚  PCE-based decision trees are generated. 
The main difference between the proposed PCE-based decision 
tree and the conventional decision tree is that the node is split 
according to on the regression relationship, but not the 
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classification labels or the mean response. At all nodes, the 
samples (𝐷𝑡𝑟𝑎𝑖𝑛 ) are categorized into the left subset 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿  
and the right subset 𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 . Based on 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿 , and 
𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 , three PCE models are constructed, named 𝑃𝐶𝐸𝑡 , 
𝑃𝐶𝐸𝐿 , and 𝑃𝐶𝐸𝑅 . The training error before and after partition is 
used to calculate the splitting criterion 𝑆. 

 𝑆 = 𝑅𝑎𝑓𝑡𝑒𝑟
2 − 𝑅𝑏𝑒𝑓𝑜𝑟𝑒

2 + 𝜃 

 𝑅𝑏𝑒𝑓𝑜𝑟𝑒
2 = 1 − (

∑ (𝑦𝑖,𝑡−𝑦𝑖,�̂�)
2𝑛𝑡

𝑖=1

∑ (𝑦𝑖,𝑡−𝑦)
2𝑛𝑡

𝑖=1

) 

 𝑅𝑏𝑒𝑓𝑜𝑟𝑒
2 = 1 − (

∑ (𝑦𝑖,𝐿−𝑦𝑖,�̂�)
2𝑛𝐿

𝑖=1
+∑ (𝑦𝑖,𝑅−𝑦𝑖,�̂�)

2𝑛𝑅
𝑖=1

∑ (𝑦𝑖,𝑡−𝑦)
2𝑛𝑡

𝑖=1

) 

where 𝑦𝑖,𝑡 , 𝑦𝑖,𝐿 , and 𝑦𝑖,𝑅  are the real responses of 𝐷𝑡𝑟𝑎𝑖𝑛 , 

𝐷𝑡𝑟𝑎𝑖𝑛−𝐿, and 𝐷𝑡𝑟𝑎𝑖𝑛−𝑅, respectively; 𝑦 is the mean response of 

𝐷𝑡𝑟𝑎𝑖𝑛;  𝑦𝑖,�̂�, 𝑦𝑖,�̂�, and 𝑦𝑖,�̂� are the PCE predicted responses; 𝑛𝑡, 

𝑛𝐿 , and 𝑛𝑅  are the sample sizes of 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿 , and 
𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 , respectively; and 𝜃  is the adjustment coefficient. 
When 𝑆 > 0, the current node is a leaf node. The construction 
process of the polynomial chaos expansion-based decision tree 
is summarized in Fig. 1. Utilizing the classification rules derived 
from the PCE-based decision tree, samples for prediction 
undergo classification until they arrive at leaf nodes, at which 
point the PCE models positioned as those leaf nodes provide the 
predictive responses. 

A popular heuristic algorithm, the gray wolf optimizer [26], 
is modified to optimize the splitting feature at each node. In the 
modified optimization algorithm, the split input variable is first 

transformed into a latent variable. Given 𝑑 input variables, the 
latent variable represents each alternative splitting input variable 
through the following Table I. 

After that, the new quantitative variable (𝑞) and the division 
point (𝑝𝑑) are combined into a vector 𝑧 = [𝑞, 𝑝𝑑] and optimized 
as follows. In the optimization process, the solution with the best 
splitting criterion 𝑆 is set as the alpha (𝑧𝛼), the beta (𝑧𝛽) and the 

delta wolf (𝑧𝛿 ) are worse than 𝑧𝛼 , and the other wolves are 
omega wolves (𝑧𝜔 ). During each iteration, the solution will 
undergo an update as detailed below. 

 𝑧(𝑡 + 1) = 𝑧(𝑡) − 𝑎 ∙ 𝑑 

where 𝑧(𝑡 + 1)  is the updated solution, 𝑧(𝑡)  is the current 
solution, 𝑎 is a coefficient vector, and 𝑑  is the motion of the 
wolf relative to the prey (𝑧𝑝𝑟𝑒𝑦), which is defined as follows: 

 𝑑 = |𝑐 ∙ 𝑧𝑝𝑟𝑒𝑦(𝑡) − 𝑧(𝑡)| 

where: 

 𝑎 = 2𝑎 ∙ 𝑟1 − 𝜏 

 𝑐 = 2 ∙ 𝑟2 

 𝜏 = 2 − 𝑡(
2

𝑇
) 

TABLE I.  THE INPUT VARIABLES AND LATENT VARIABLES 

Input variable 1 2 … 𝑑 − 1 𝑑 

Quantitative variable [0,
1

𝑑
) [

1

𝑑
,
2

𝑑
) … [

𝑑−2

𝑑
,
𝑑−1

𝑑
) [

𝑑−1

𝑑
,1) 

 
Fig. 1. Polynomial chaos expansion-based decision tree. 
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Where, 𝑇 is the maximum number of iterations, and 𝑡 is the 
current iteration. The positions of the other wolves (𝜔 ) are 
adjusted based on the three best solutions (𝑧𝛼 , 𝑧𝛽 , and 𝑧𝛿 ) as 

follows: 

 {

𝑑𝛼 = |𝑐1 ∙ 𝑧𝛼(𝑡) − 𝑧|

𝑑𝛽 = |𝑐2 ∙ 𝑧𝛽(𝑡) − 𝑧|

𝑑𝛿 = |𝑐3 ∙ 𝑧𝛿(𝑡) − 𝑧|

 

 {

𝑧1 = 𝑧𝛼 − 𝑎1 ∙ (𝑑𝛼)

𝑧2 = 𝑧𝛽 − 𝑎2 ∙ (𝑑𝛽)

𝑧3 = 𝑧𝛿 − 𝑎3 ∙ (𝑑𝛿)

  

 𝑧(𝑡 + 1) =
𝑧1(𝑡+1)+𝑧2(𝑡+1)+𝑧3(𝑡+1)

3
 

The above process of Eq. (7)-Eq. (14) repeats until the 
termination criterion is fulfilled, and the 𝑧𝛼 of the last iteration 
is considered the best splitting feature. 

From the above equations, it can be found that the random 
generation of initial solutions have effect on the construction 
process of the PCE-based decision tree. In other words, the 
generated decision tree might be slightly different even if the 
settings are same. Thus, Bagging is introduced to solve this 
problem, in which where 𝑚  PCE-based decision trees are 
generated simultaneously and the final prediction result is 
estimated by the generated PCE-based decision trees. 

 𝑦 ∗̂ =
∑ 𝑦𝑖

∗̂𝑚
𝑖=1

𝑚
 

Where 𝑦∗̂ represents the final estimated response, and 
𝑦𝑖

∗  ̂refers to the response produced by the iii-th decision tree 
based on PCE. 

III. EXPERIMENTS ON MATHEMATICAL FUNCTIONS 

The effects of the parameter settings including the number 
of trees (𝑚) and the adjustment coefficient (𝜃) on the proposed 
PCE-BP model are studied through two mathematical functions. 
The proposed model (PCE-BP) is compared with PCE, PCE-
based decision tree (PCET), and random forest.The 
effectiveness of the aforementioned methods is assessed using  
𝑅-square (𝑅2) , calculated as follows: 

 𝑅2 = 1 −
∑ (𝑦𝑖−𝑦�̂�)2𝑛

𝑖=1

∑ (𝑦𝑖−𝑦)2𝑛
𝑖=1

 

where 𝑦𝑖  is the 𝑖-th real response, 𝑦�̂�  is the corresponding 
predicted value, 𝑛 is the number of testing points, and 𝑦 is the 

mean of the real responses. The closer 𝑅2 is to 1, the better the 
performance of the prediction model. 

A. Experiments on a Single Two-Dimensional Function 

A two-dimensional function is utilized to validate the 
proposed PCE-BP model, maintaining consistency across the 
entire space. The function is defined as follows: 

 𝑦 = 𝑥1
2 − 5𝑐𝑜𝑠 (2𝜋𝑥2) 𝑥 ∈ [−1, 1] 

The impact of the number of trees is examined first. For each 
number of trees (5, 10, 15, …., 45, and 50), 20 experiments are 
conducted, where the parameter 𝜃 is set as 0.05. 100 samples are 
generated using Latin hypercube sampling, and another 2,000 

samples are used to validate the prediction models. The obtained 
mean and variance of 𝑅2 are shown in Fig. 2. 

 

 

Fig. 2. The prediction results with different m. 

From Fig. 2, it is found that the PCE-BP method outperforms 
the other prediction models in terms of the mean 𝑅2 for all the 
values of 𝑚. The mean 𝑅2 of PCET is higher than that of PCE, 
which is mainly because the PCET model partitions the sample 
space into several subspaces so that the regression relationship 
between the input variables and the response of interest is 
similar. Compared with the PCET model, the PCE-BP model 
produces better results with 𝑅2 higher than 0.99. In each PCE-
based decision tree, the sample space splitting at each node is 
influenced by the training samples and the randomly generated 
initial potential solutions for the splitting feature. The PCE-BP 
model uses bagging strategy to solve this issue, in which the 
predicted response is averaged by several PCE-based decision 
trees. The performance of the PCE-based decision tree varies 
greatly (the highest variance of 𝑅2  for most experiments is 
shown in Fig. 2.), so its mean 𝑅2 is smaller than that of the PCE-
BP model. The PCE-BP model classifies the samples based on 
the regression relationship, but the RF model is based on the 

http://www.baidu.com/link?url=kBEln22NSwUxtAeHwt_vHl4tHcpYOp00nLsmgWtdXOu7pG2mP84iSooxmmDQrBZkB1R1mcfbVJz9bxmL6vtZBbXrIHxeR7G0hvB6dn9L5Je
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mean responses. Thus, the PCE-BP model is also better than RF. 
The PCE-BP model is much better than the other three models 
in term of the variance of 𝑅2  as well. The highest value is 
smaller than 0.0001, showing its robust prediction performance. 
With the parameter 𝑚 increasing, the mean 𝑅2 of the PCE-BP 
model first increases and then changes slightly when 𝑚 exceeds 
10. The variance of 𝑅2 first decreases as parameter 𝑚 increases 
and tends to remain stable. A larger 𝑚 means that more PCE-
based decision trees are generated in the PCE-BP model so that 
the perturbation brought by the splitting feature optimization is 
eliminated. As a result, the prediction accuracy is increased, as 
shown in Fig. 3. From the results and analysis above, it can be 
determined that the adverse effect of the splitting feature 
optimization is effectively reduced when 𝑚 exceeds 25. In other 
words, the proposed PCE-BP model provides competitive 
prediction results for the single two-dimensional mathematical 
function tested here when the number of trees exceeds 25. 

From Eq. (6), it can be found that the parameter 𝜃 is directly 
correlated with the splitting criterion, which would have an 
important effect on the prediction results of the PCE-BP model. 
The number of trees is set as 30, and the parameter 𝜃 is set as 
0.04, 0.042, ...., 0.058, and 0.06. The mean and variance of 𝑅2 
over 20 experiments for each 𝜃  are presented in Fig. 3. The 
PCE-BP model is still better than that of the PCE, PCET, and 
RF models, showing the advantages of sample space partitioning 
and bagging. With the parameter 𝜃  increasing from 0.04 to 
0.058, the mean 𝑅2 increases and then tends to be stable. When 
the parameter 𝜃  is higher than 0.058, the mean 𝑅2  decreases 
slightly. From Section III, it is known that the larger 𝜃 is, the 
higher the regression error before and after partitioning at each 
node.Samples within the same subspace show a more similar 
regression relationship between the input variables and the 
response of interest than those in different subspaces. The 
prediction accuracy of the PCE-BP model increases as 
parameter 𝜃 increases. However, when the parameter 𝜃 is too 
high, it is sample space is hard to be divided by the PCE-BP 
model, so the performance of the PCE-BP model decreases. The 
variance of 𝑅2 decreases with increasing 𝜃, indicating that the 
performance of the PCE-BP model is more robust. As a 

conclusion, the PCE-BP model produces competitive prediction 
performance when the parameter 𝜃 is approximately 0.05. 

 

 

Fig. 3. The prediction results with different 𝜃. 

B. Piecewise Four-Dimensional Function 

A piecewise four-dimensional function is used to validate 
the PCE-BP model, in which the mathematical function changes 
in different subspace, as defined as follows: 

  

{
𝑦 =𝑠𝑖𝑛 𝑠𝑖𝑛 (2𝜋𝑥1)  + 𝑥2

2 + 𝑥3 + 𝑥4, 𝑥1 ∈ [0, 0.5], 𝑥2, 𝑥3, 𝑥4 ∈ [0, 1]

 𝑦 =𝑐𝑜𝑠 𝑐𝑜𝑠 (2𝜋𝑥1)  + 𝑥2 + 𝑥3 + 𝑥4, 𝑥1 ∈ [0.5, 1], 𝑥2, 𝑥3, 𝑥4 ∈ [0, 1]
   

The parameter 𝜃 is 0.05, and 𝑚 is set as 5, 10, …, 45, and 
50. Two hundred points are generated for the prediction models, 
then then the model accuracy is validated through another 4,000 
samples. The obtained mean and variance of 𝑅2  for 20 
experiments are shown in Fig. 4. The mean 𝑅2 of PCET PCE-
BP is higher than that of PCE in all experiments. With the help 
of sample space partition according the relationship between the 
input variables and the response of interest, the PCE models at 
the leaf nodes of the PCET and PCE-BP can accurately evaluate 
the relationship, and the overall prediction accuracy is improved 
as well. The PCE-BP model outperforms the RF model as well, 
indicating that the prediction model of each subspace of the 
PCE-BP model can accurately evaluate the relationship. In 
addition, the prediction accuracy of the PCET and PCE-BP 
models both surpass the RF model. The variance of 𝑅2 of the 

PCE-BP and RF models is smaller than those of the PCE and 
PCET models, which is mainly because of the introduction of 
bagging. With the parameter 𝑚  increases, the average 
performance of the PCE-BP model increases and then tends to 
be stable. When 𝑚 increases from 35 to 50, the variance of 𝑅2 
changes slightly. A larger 𝑚 means that more PCET trees are 
generated in the PCE-BP model, so the perturbation brought by 
the splitting feature optimization can be more effectively 
eliminated. Thus, as 𝑚  increases, the prediction accuracy 
increases, and the performance variance decreases, as shown in 
Fig. 4. When the parameter 𝑚  is too high, the perturbation 
brought by the splitting feature optimization cannot be further 
reduced, so the mean and variance of the prediction results tend 
to be stable. Overall, the proposed PCE-BP model outperforms 
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the other three models and produces competitive prediction 
performance when the number of trees surpasses 25. 

In the following experiments, the parameter 𝑚 is set as 25; 
𝜃 is set as 0.04, 0.042, ..., 0.058, and 0.060. The experiments are 
conducted 20 times for each value of sita, and the mean and 
variance of 𝑅2 are shown in Fig. 5. From this figure, it is found 
that the proposed model outperforms the other models. With the 
parameter 𝜃 increasing from 0.040 to 0.046, the mean of 𝑅2 of 
the proposed model increases, but the variance of 𝑅2 decreases. 
As 𝜃 continuously increases to 0.06, both the mean and variance 
of 𝑅2  change slightly. From the introduction of the PCE-BP 
model, it can be found that the initial space at the node is more 
likely to be partitioned when parameter 𝜃 is relatively smaller. 
In other words, the PCE-based decision tree is deeper, which 
results in the tendency of decision tree overfitting [13]. Thus, the 
prediction performance of the proposed model tends is being 
better when 𝜃 is larger. On the other hand, the variation brought 
by the splitting feature optimization is also reduced since the 
space at the node is more difficult to partition. Therefore, the 
variance of 𝑅2  decreases as 𝜃  increases. The PCE-BP model 
provides competitive results for the piecewise four-dimensional 
mathematical function when 𝜃 is approximately 0.05. 

 

 

Fig. 4. The prediction results with different 𝑚. 

 

 

Fig. 5. The prediction results with different 𝜃. 

IV. VALIDATION BASED ON THE DATASETS OF A COMBINE 

HARVESTER 

A. Case 1 (Cleaning Loss) 

The PCE-BP model is applied to a while-feed combine 
harvester manufactured in Jiangsu, China (World Ruilong 4LZ-
6.0A). The dataset used here comes from the field experiment 
(Fig. 6), containing 750 samples, including the header height, 
the open rate of the cleaning fan, the rotation speed of the 
cleaning fan, the open rate of the sieve, the angle of the guide 
plate, the rotation speed of the threshing drum, the gap of the 
threshing drum, and the cleaning loss. In each experiment, ten 
folds cross-validation experiments are conducted (in each 
experiment, a segment of the data serves as the basis for 
verifying the accuracy of the cleaning loss prediction models, 
whereas the remaining nine segments are dedicated to building 
the prediction model). The parameters 𝑚 and 𝜃 of the PCE-BP 
model are set as 30 and 0.05, respectively. Fig. 7 shows the 
results of ten experiments. 
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Fig. 6. Field experiment of harvesting rapes. 

 

 

Fig. 7. Experimental results of Case 1. 

 

 

Fig. 8. Effect of parameters 𝑚 and 𝜃 on the PCE-BP model. 

It is found that the PCE-BP model is better than the other 
three models. The 𝑅2 of the PCET model is higher than that of 
the conventional PCE model, where the PCET’s average 𝑅2 is 
0.449 and PCE is 0.259. In the PCET model, the sample space 
is divided into different parts such that the relationship between 
the operating parameters and the cleaning loss in the same part 
is more similar than those in the other parts, thus improving the 
cleaning loss prediction accuracy. Similarly, RF is also better 
than the PCE model, which can be attributed to the sample space 
partitioning. With the help of the bagging strategy, the 
perturbation brought by the feature splitting in PCET is 
eliminated. Additionally, the RF model divides the sample space 
according to the mean responses. Thus, the PCE-BP model 
outperforms the PCET and RF models in all experiments. 

The training and testing datasets in the tenth experiment are 
used to study the number of trees 𝑚 on the proposed model. The 
parameter 𝜃 is set as 0.05, and the parameter 𝑚 is set as 5, 10, 
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…, 45, and 50. Fig. 8 shows the experimental results. It is found 
that the prediction performance of PCE-BP increases as 𝑚 
increases from 5 to 25. A larger 𝑚 means that more PCE-based 
decision trees are generated in the PCE-BP model, which means 
that the perturbation brought by the splitting feature 
optimization can be effectively reduced, thus increasing the 
prediction accuracy. As 𝑚 continually increases to 50, the 𝑅2 of 
the PCE-BP model changes slightly, which is mainly because 
the perturbation cannot be reduced further. The effect of the 
parameter 𝜃 is studied as well, and the results are shown in Fig. 
8, where the number of tree is 30. It is observed that 𝑅2 tends to 
increase and then decrease with increasing parameter 𝜃. From 
the introduction of the PCE-BP model, it can be found that a 
deeper PCE-based decision tree would be constructed when the 
parameter 𝜃 is relatively smaller. The generated tree is easy to 
overfit, so 𝑅2  tends to be lower. When the parameter 𝜃  is 
relatively larger, the space at the node is more difficult to 
partition, so 𝑅2  is lower. Overall, the PCE-BP model can 
provide competitive performance for different values of 𝑚 and 
𝜃. 

B. Case 2 (Impurity Rate) 

Another dataset is used here, which includes 337 samples 
with recorded operational parameters and impurity rates. Ten 
folds cross-validation experiments are conducted as well in this 
subsection. The parameters 𝑚  and 𝜃  are set to 30 and 0.05, 
respectively. Fig. 9 shows the experiments. It is found that the 
PCE-BP model outperforms the PCE and RF models, which can 
be attributed to sample space partitioning based on the 
relationship between the input variables and the response of 
interest. The 𝑅2  of the PCE-BP is higher than PCET in most 
experiments. In experiments 2, 3, and 9, the performance of the 
PCE-BP model is very close to that of the PCET model. From 
Fig. 10, it can be found that the mean 𝑅2 of PCE-BP is 0.550, 
which exceeds those of the other three models, highlighting the 
benefits of sample space partitioning and bagging. 

 

 
Fig. 9. Experimental results of Case 2. 

 

 

Fig. 10. Effects of parameters 𝑚 and 𝜃 on the PCE-BP model. 
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The training and testing datasets from the tenth experiment 
are used to study the effects of the parameters 𝑚 and 𝜃 on the 
PCE-BP model. The obtained results are shown in Fig. 10 (𝜃 is 
set as 0.05). It is found that the 𝑅2 with 𝑚 = 25~50 is higher 
than 𝑚 = 5~20. The parameter 𝑚 is set as 30, the parameter 𝜃 
is set as 0.04, 0.042, …, 0.058, and 0.06, and the results are 
shown in Fig. 10 as wll. 𝑅2 first increases and then decreases as 
𝜃 increases. When the factor 𝜃 is relatively small, a deeper PCE-
based decision tree is constructed, which means that the 
prediction model easily overfits. On the other hand, when the 
parameter 𝜃 is relatively larger, the space at the node is more 
difficult to partition, so 𝑅2 is lower as well. Overall, the PCE-
BP model provides better results than the other three models for 
most values of parameters 𝑚 and 𝜃, as shown in Fig. 9 and Fig. 
10. 

V. CONCLUSION 

In this paper, a polynomial chaos expansion-based bagging 
prediction model (PCE-BP) is proposed for modeling the field 
data of a combine harvester. In the proposed model, a 
polynomial chaos expansion-based decision tree is designed to 
partition the sample space, and bagging is used to ensemble the 
polynomial chaos expansion-based decision trees. The 
efficiency of the proposed prediction model is first validated 
through single and piecewise mathematical functions. The 
results show that the proposed prediction model outperforms 
polynomial chaos expansion, polynomial chaos expansion-
based decision tree, and the conventional bagging prediction 
model functions. The proposed model demonstrates excellent 
prediction performance with 25 trees and the adjustment 
coefficient of 0.05. The proposed prediction model is further 
validated through two in-situ datasets of a combine harvester. 
The PCE-BP model provides more accurate cleaning loss and 
impurity rate prediction results than the conventional prediction 
models in most experiments. The experimental results show the 
advantages of sample space partitioning and bagging in the data 
modeling of combine harvesters. 

From the results of the experiments, we found that the 
construction time of the proposed model is higher than that 
based on the conventional polynomial chaos expansion. In 
future work, the cost reduction of the proposed model will be 
our research topic. In addition, the other ensemble strategy such 
as boosting would be introduced into the proposed model as well. 
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