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Abstract—This study presents a comprehensive comparative 

evaluation of transformer-based pretrained language models for 

Named Entity Recognition (NER) in Classical Arabic, an 

underexplored linguistic variety characterized by rich 

morphology, orthographic ambiguity, and the absence of 

diacritics. The main objective of this work is to identify the most 

effective transformer model for Classical Arabic NER and to 

analyze the linguistic factors influencing model performance. 

Using the CANERCorpus, which contains Hadith texts annotated 

with twenty fine-grained entity types, ten transformer-based 

models were fine-tuned and evaluated under consistent 

experimental settings. The study benchmarks models such as 

AraBERT, ArBERT, and multiple CAMeLBERT variants, 

comparing their precision, recall, and F1-scores. The results 

demonstrate that all models achieve strong performance (F1 > 

96%), while CAMeL-CA-NER attains the highest score (F1 = 

97.78%), confirming the advantage of domain-specific 

pretraining on Classical Arabic data. Error analysis further 

reveals that domain-adapted models better handle ambiguous 

entities and religious terminology. A comparative analysis with 

traditional and non-transformer approaches, including rule-

based and BERT-CRF models from previous studies, shows that 

CAMeL-CA-NER surpasses earlier methods by more than 3% in 

F1-score, highlighting its superior capability in handling 

Classical Arabic text. However, this study is limited to the 

CANERCorpus, which primarily consists of Hadith texts; results 

may vary for other Classical Arabic genres or domains. These 

findings provide a valuable benchmark for future research and 

demonstrate the adaptability of modern NLP architectures to 

linguistically complex, low-resource domains. 
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I. INTRODUCTION 

Named Entity Recognition (NER) is an important task in 
natural language processing (NLP) that aims to identify and 
categorize entities such as persons, locations, and 
organizations. Since its introduction in the Message 
Understanding Conferences (MUC) in the 1990s [1], NER has 
become essential for various NLP applications, including 
information retrieval, machine translation, question answering, 
and text summarization [2], [3], [4]. 

Extensive research has been conducted in English and other 
widely spoken languages, including Spanish and Chinese. NER 
systems are generally built using three approaches: rule-based, 
machine learning, and hybrid methods. Rule-based systems 
rely on handcrafted linguistic rules and dictionaries [1], [5], 
[6], but they are limited by language-specific expertise and lack 
flexibility [7], [8]. Deep learning, a subset of machine learning, 

introduced neural architectures such as convolutional neural 
networks (CNNs) and recurrent neural networks (RNNs), 
which learn representations at both the character and word 
levels [9]. 

The rapid growth of Arabic content on the internet has 
created a strong need for accurate NLP tools for Arabic. Arabic 
serves as the official language in the Arab World, covering 22 
countries [2]. It is a Semitic language with rich vocabulary, 
complex morphology, and challenging syntax. It exists in three 
forms, including Classical Arabic (CA), Modern Standard 
Arabic (MSA), and Dialectal Arabic (DA). CA represents the 
original Arabic language from the seventh to the early eleventh 
century CE [10]. MSA is used in formal contexts such as 
books, formal communications, and news articles, while DA is 
spoken in everyday life. Although CA is less used in modern 
contexts, it remains highly important as the language of the 
Quran (the holy book of Islam), the Hadith (the sayings of 
Prophet Muhammad), and the Islamic heritage. 

Arabic NER faces unique challenges compared to other 
languages due to its morphological richness, allowing suffixes 
and prefixes to function as conjunctions, prepositions, and 
pronouns, as in the word “ فأسقيناكموه” (faskenakomoh), meaning 
“So we gave you water to drink”. Unlike languages that rely on 
capitalization to identify proper nouns, Arabic does not use 
capitalization. Moreover, Arabic utilizes short vowels 
(diacritics) to disambiguate word sense, but it is usually written 
without them, leading to ambiguity in word meaning. For 
example, the word “ درس” can mean "درَْس" (lesson) as a noun 
or " َدرََس" (has studied) as a verb [6]. Some examples of 
ambiguous words in Arabic text are listed in Appendix A. 

 Classical Arabic, in particular, poses additional linguistic 
challenges beyond those of Modern Standard Arabic. In 
addition to its rich morphology, absence of diacritics, and 
orthographic ambiguity, Classical Arabic exhibits archaic 
vocabulary, complex syntactic structures, and context-
dependent expressions that differ significantly from Modern 
Standard Arabic usage. These characteristics increase word-
level ambiguity and make NER in Classical Arabic notably 
more difficult than in contemporary Arabic varieties. 

Furthermore, the scarcity of datasets and other reliable 
resources for Arabic increases the challenges of Arabic NER 
[2], [11]. 

Recent advances in deep learning and pretrained models 
have significantly improved Arabic NER. Contextualized 
embeddings such as ELMo, BERT, and GPT, along with 
sequence-to-sequence and convolutional neural network 
models, have enhanced system performance by capturing the 
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complex linguistic features of Arabic and learning effectively 
from annotated data. Transformer-based pretrained language 
models have transformed NLP and had a major impact on 
Arabic NER. Trained on massive text corpora, they can 
identify complex linguistic patterns. When fine-tuned on 
Arabic NER datasets, these models achieve state-of-the-art 
results with less data and lower computational cost. 

The main contribution of this study is a comparative 
evaluation of transformer-based pretrained models for 
Classical Arabic NER using the CANERCorpus dataset. It 
investigates their predictive capabilities and performance on 
Hadith texts. This study provides a systematic benchmarking of 
transformer-based pretrained models for Classical Arabic NER. 
Unlike previous studies that mainly target Modern Standard 
Arabic, this work focuses on Classical Arabic, analyzing model 
behavior in a linguistically rich and underexplored domain. 
This benchmarking effort serves as a foundation for future 
research aiming to develop specialized models and resources 
for Classical Arabic. 

The remainder of this study is organized as follows: 
Section II reviews related work on Arabic NER, covering rule-
based, traditional machine learning, and deep learning 
approaches, and highlights gaps in previous studies. Section III 
presents the pretrained transformer models used in this study, 
including their architectures, training data, and fine-tuning 
procedures for NER. Section IV describes the dataset, the 
experimental setup, and evaluation measures. Section V reports 
the experimental results, providing quantitative performance 
comparisons across models. Section VI offers a discussion of 
the results, analyzing model behavior and domain-specific 
challenges. Section VII presents a qualitative error analysis, 
highlighting common mistakes and ambiguous cases. 
Section VIII provides a comparative evaluation with previous 
Arabic NER approaches, emphasizing the benefits of domain-
specific pretraining. Section IX discusses the limitations of the 
study, including the dataset and methodological constraints. 
Finally, Section X concludes the study and outlines potential 
directions for future research. Supplementary material, such as 
lists of ambiguous words and extended experiment details, is 
provided in Appendix A. 

II. RELATED WORK 

Many approaches have been proposed to perform Arabic 
NER. Qu et al. (2024) classified them into four main 
paradigms: rule-based methods, machine learning, deep 
learning, and pretrained language models [10]. 

Before the rise of machine learning, the rule-based 
approach was the prime choice utilized in NER tasks. These 
systems depended on manually written linguistic rules and 
dictionaries. Examples of features commonly used include 
morphological analyzers [8], [12], [13], lexical triggers [14], 
regular expressions and gazetteers [15], as well as 
transliteration techniques [16]. Rule-based systems usually 
perform well in narrow domains but fail to generalize across 
domains. They also require heavy manual effort, which makes 
them less scalable [1]. 

With the advancement of statistical approaches, machine 
learning (ML) became widely adopted. Researchers explored 

several ML techniques, including conditional random fields 
(CRF) [17], [18], support vector machines (SVM) [19], [20], 
and meta-classifiers [21], [22], [23]. These approaches 
combined features such as lexical, contextual, morphological, 
gazetteer, and part-of-speech tags to improve performance. 
Although machine learning methods achieve satisfactory 
performance, they struggle to learn complex and high-level 
features from data when using linear models such as log-linear 
HMM or linear chain CRF. However, these approaches often 
underperform on Classical Arabic due to the language's rich 
morphology, absence of diacritics, and the scarcity of domain-
specific datasets. 

To address this limitation, deep learning methods have 
emerged as a solution for automatically discovering hidden 
features. The advancement of Arabic NER through deep-
learning methods can be analyzed from three perspectives: i) 
input representations such as word-level embeddings [22], 
character-level embeddings [24], and additional features ; ii) 
context encoders, such as CNN [25], RNN [24], [26], or multi-
attention networks [26] that capture dependencies between 
tokens; and iii) label decoders that assign the correct entity 
labels [25], [27]. While these methods reduce reliance on 
manual feature engineering, they still struggle to disambiguate 
entities in Classical Arabic texts, especially in religious and 
historical domains. 

In recent years, pretrained language models (PLMs) have 
transformed Arabic NER. By learning contextual 
representations from massive corpora, models such as BERT 
[27], AraBERT [28], ARBERT and MARBERT [29], 
ArabicBERT [30], CAMelBERT [31], and Multilingual BERT 
[32] achieved state-of-the-art performance in many NLP tasks, 
including NER [33]. Despite their success, most studies focus 
on Modern Standard Arabic or social media text. Classical 
Arabic, particularly in Hadith texts, poses unique challenges 
not fully addressed by existing models. 

Our study builds on this prior work by applying 
transformer-based pretrained models specifically to Classical 
Arabic NER using the CANERCorpus. This approach 
leverages domain-specific pretraining to improve recognition 
of ambiguous words, religious entities, and morphologically 
complex tokens, addressing gaps left by previous approaches. 

III. PRETRAINED MODELS 

We conducted training on the dataset using multiple 
pretrained language models. Table I provides an overview of 
the used models and their training data. 

• AraBERT: Developed by Antoun et al. [28], AraBERT 
is a BERT-based model specialized for Arabic. It has 
several versions (v0.1/v1 and v0.2/ v2). Versions v0.1 
and v1 were trained on 23GB of text, while v0.2 and v2 
used a larger 77GB corpus. In this study, we employed 
AraBERT (v2). 

• ARBERT/MARBERT: Introduced by Abdul-Mageed et 
al. [29], these models are based on the BERT 
architecture. ARBERT was trained on 66GB of news 
text, while MARBERT was trained on a larger 128GB 
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dataset that included 50% tweets. MARBERT is 
particularly strong for social media Arabic. 

• ARBERT/MARBERT: Introduced by Abdul-Mageed et 
al. [29], these models are based on the BERT 
architecture. ARBERT was trained on 66GB of news 
text, while MARBERT was trained on a larger 128GB 
dataset that included 50% tweets. MARBERT is 
particularly strong for social media Arabic. 

• ArabicBERT: Developed by Safaya et al. [30], this 
model was trained on 95GB of Arabic text, mostly from 
the OSCAR corpus. It captures broad Arabic patterns 
and structures. 

• GigaBERT: Developed by Lan et al. [34], GigaBERT is 
a bilingual model trained on English and Arabic. It was 
trained on ACE2005 data, including broadcast news 
and newsgroups. 

• QARiB: Provided by Abdelali et al. [35], QARiB was 
trained on a huge dataset consisting of around 420 
million tweets gathered from Twitter and 180 million 
text sentences gathered from Arabic GigaWord, 
Abulkhair, and OPUS corpora. 

• CAMeLBERT Models: Developed by Inoue et al. [31], 
CAMeLBERT has three variants: CAMeLBERT-MSA-
NER, CAMeLBERT-CA-NER, and CAMeLBERT-
MIX-NER. They are fine-tuned for NER tasks on MSA, 
CA, and a mix of MSA/CA/DA texts. 

• Multilingual BERT: Proposed by Devlin et al. [27], this 
model supports 104 languages, including Arabic. 
Although trained on Wikipedia across languages rather 
than Arabic-specific data, it still provides useful 
performance for Arabic NER. 

TABLE I.  OVERVIEW OF THE PRETRAINED MODELS 

Model Name 
Model Information 

Authors Training Data Arabic Text Source 

AraBERT 

(v2) 

Antoun et al. 

[28] 
77 GB 

OSCAR, 

Arabic Wikipedia, 

OSIAN, Arabic Corpus 

ARBERT 

 

Abdul-

Mageed et al. 

[29] 

66 GB News articles 

MAR-BERT 

Abdul-

Mageed et al. 

[29] 

128 GB Tweets, News 

Arabic- 

BERT 

Safaya et 

al.[30] 
95 GB OSCAR corpus 

Giga- 

Bert: 
Lan et al. [34] ACE-2005 

Broadcast news, 

Newsgroups 

QARIB 
Abdelali et al. 

[35] 

420M tweets + 

180M sentences 

Twitter API, 

GigaWord, Abulkhair, 

OPUS 

CAMeLBER

T-MSA 

Inoue et al. 

[31] 

107 GB 

 

Gigaword, Wikipedia, 

OSCAR, OSIAN 

CAMeLBER

T-CA 

Inoue et al. 

[31] 
6 GB 

OpenITI 

corpus (v1.2) 

CAMeLBER

T-MIX 

Inoue et a . 

Mach 
167 GB 

Various Sourses 

Combined (MSA, CA, 

DA) 

Multi-lingual 

BERT 

Devlin et al. 

[27] 

~16 GB total 

(all languages), 

Arabic ≈    3 GB 

Wikipedia (104 

languages) 

IV. EXPERIMENTS 

In this section, we describe the dataset, experimental setup, 
and evaluation metrics used in this study. 

A. Dataset 

Table II presents a list of available annotated datasets for 
Arabic NER. In this study, we employed the "CANERCorpus", 
which will be further detailed in this section. 

TABLE II.  LIST OF ANNOTATED DATASETS FOR ARABIC NER 

Corpus Year Text Source Tags words Availability 

ANERcorp1 2007 
Website, news, 

magazines 
4 150 k Free 

ACE 20032 2004 
Broadcast News, 

newswire genres 
7 42 k 

Required 

fees 

ACE 20043 2004 
Broadcast News, 

newswire genres 
7 151 k 

Required 

fees 

ACE 20054 2005 Transcripts, news 7 ~300 k 
Required 

fees 

ACE 20075 2007 Transcripts, news 7 ~300 k 
Required 

fees 

REFLEX6 2009 Reuters news 4 22.5 k 
Required 

fees 

AQMAR7 2012 
Arabic 

Wikipedia  
7 1 M Free 

OntoNotes 

5.08 2013 News 18 300 k 
Required 

fees 

WDC9 2014 Wikipedia  4 6 M Free 

CANER10 2018 Religion 20 258 k Free 

Wojood11 2022 Wikipedia  21 550 K 
Under 

request 

We used the CANERCorpus [36], a Classical Arabic NER 
dataset annotated by experts. It contains 7,000 Hadiths from 
Sahih Al-Bukhari. The corpus includes 20 entity classes such 
as person, location, organization, date, book, and others. In 
total, the dataset has about 258K words, with 72K entities 
(≈23%). Fig. 1 and Table III show word count for each Named 
Entity. 

 
1 URL: https://camel.abudhabi.nyu.edu/anercorp/ 
2 URL: https://catalog.ldc.upenn.edu/LDC2004T09 
3 URL: https://catalog.ldc.upenn.edu/LDC2005T09 
4 URL: https://catalog.ldc.upenn.edu/LDC2006T06 
5 URL: https://catalog.ldc.upenn.edu/LDC2014T18 
6 URL: https://catalog.ldc.upenn.edu/LDC2009T11 
7 URL: http://www.cs.cmu.edu/~ark/ArabicNER/ 
8 URL: https://catalog.ldc.upenn.edu/LDC2013T19 
9 URL: https://github.com/Maha-J-Althobaiti/Arabic_NER_Wiki-Corpus 
10 URL: https://github.com/RamziSalah/Classical-Arabic-Named-Entity 

Recognition-Corpus 
11 URL: https://ontology.birzeit.edu/Wojood/ 

https://catalog.ldc.upenn.edu/LDC2004T09
https://catalog.ldc.upenn.edu/LDC2005T09
https://catalog.ldc.upenn.edu/LDC2006T06
https://catalog.ldc.upenn.edu/LDC2014T18
https://catalog.ldc.upenn.edu/LDC2009T11
http://www.cs.cmu.edu/~ark/ArabicNER/
https://catalog.ldc.upenn.edu/LDC2013T19
https://github.com/Maha-J-Althobaiti/Arabic_NER_Wiki-Corpus
https://github.com/RamziSalah/Classical-Arabic-Named-Entity%20Recognition-Corpus
https://github.com/RamziSalah/Classical-Arabic-Named-Entity%20Recognition-Corpus
https://ontology.birzeit.edu/Wojood/
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Fig. 1. Distribution of Named Entity tokens in CANERCorpus. 

TABLE III.  WORD COUNT FOR EACH NAMED ENTITY CLASS 

Named Entity tag Number of tokens 

Allah 7,811 

Prophet (Pro.) 6,502 

Pers 39,159 

Num 13,707 

Loc 1,349 

Clan 674 

NatOb 670 

Crime 212 

Date 596 

Para 294 

Hell 245 

Rlig 184 

Book 183 

Means 147 

Mon 139 

Time 102 

Month 77 

Day 31 

Sect 17 

Org 9 

Other Words (O) 186,133 

Named Entity 72,108 

Total 258,241 

For our experiments, we focused on person, God, prophet, 
location, clan, date, natural object, and other entities. The 
“number” entities were excluded since most of them were page 
numbers and did not add value to the task. 

The CANERCorpus dataset did not provide clear sentence 
boundaries. We estimated the average sentence length in Sahih 
Al-Bukhari (38 words) and used this to split the text into 
sentences as in [36]. To avoid splitting related entities, the last 
token of each segment was labeled as “other” (O). We also 
removed punctuation, special characters, and diacritics. The 
dataset was then divided into training, validation, and test 
subsets. We randomly split the corpus into 80% training, 10% 

validation, and 10% testing. Table IV presents the distribution 
of named entities across each subset. 

TABLE IV.  THE DISTRIBUTION OF NAMED ENTITIES ACROSS THE 

TRAINING, TESTING, AND VALIDATION DATASETS 

Named 

Entity 
Training Testing Validation Total 

Pers 31,362 3,754 4,043 39,159 

Allah 6,269 765 777 7,811 

Prophet 5,162 669 671 6,502 

Loc 1,087 127 135 1,349 

Clan 601 103 63 767 

NatOb 550 61 59 670 

Date 491 56 49 596 

Other 158,119 20,288 19,296 197,703 

Total 203,641 25,823 25,093 254,557 

B. Experimental Setup 

The experiments were conducted on the Google Colab 
platform12 using a Tesla T4 GPU. Models were trained on the 
training dataset, with hyperparameters tuned on the validation 
dataset. Table V summarizes the parameters. 

TABLE V.  HYPERPARAMETER VALUES FOR THE MODELS 

Parameter Value 

Learning Rate (LR) 1e-5 

Maximum Length Size 256 

Batch size 16 

Optimizer Adam 

No. of epochs Varied by model 

C. Evaluation Measures 

To assess the effectiveness of the pretrained models, we 
employed various metrics, including precision, recall, and F-
measure. Eq. (1) outlines precision (P), which measures the 
correct identification of named entities by the model among all 
identified entities. Eq. (2) illustrates recall (R), indicating the 
correct identification of named entities by the model among all 
entities present in the corpus. Eq. (3) describes the F-measure 
(F), employed to harmonize the conflicting relationship 
between precision and recall [9], [37]. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (2) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 (𝑃𝑟𝑒𝑐𝑖𝑐𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
  (3) 

where, TP, FP, and FN denote true positives, false 
positives, and false negatives, respectively. 

 
12 https://colab.research.google.com/ 
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V. RESULTS 

In this section, we present the results of training ten 
pretrained models on the CANERCorpus dataset. Table VI and 
Fig. 2 summarize the models’ performance in terms of 
Precision, Recall, and F1-score. 

TABLE VI.  RESULTS ACHIEVED BY PRETRAINED LANGUAGE MODELS 

Model Name P R F 
No. of 

Epochs 

AraBERT 96.11 96.94 96.53 13 

ArBERT 96.89 98.09 97.47 7 

MARBERT 96.51 97.44 96.97 7 

GigaBERT 96.93 97.50 97.21 11 

Arabic-BERT 96.63 97.50 97.06 8 

QARIB 96.31 96.70 96.50 7 

Camel-msa-ner 96.85 97.75 97.30 8 

Camel-ca-ner 97.51 98.05 97.78 9 

Camel-mix-ner 96.94 97.84 97.39 8 

Multilingual 96.11 96.94 96.53 11 

The bold numbers mark the best results.  

All models achieved strong results, with F1 scores ranging 
from 96.53% to 97.78%. The best performance was obtained 
by CAMeLBERT-CA-NER with an F1 score of 97.78%. 
QARiB also performed strongly, and models such as 
AraBERT, ArabicBERT, ARBERT, and MARBERT achieved 
high results with F1 scores above 96.5%. In contrast, 
Multilingual BERT obtained the lowest F1 score (96.53%). 

These results demonstrate the robustness of transformer-
based models in handling the linguistic challenges of Classical 
Arabic. 

VI. DISCUSSION 

This section provides an analysis and interpretation of the 
results presented in Section V. 

The best performance of CAMeLBERT-CA-NER confirms 
the advantage of domain-specific pretraining on Classical 
Arabic texts, since the model was exposed to linguistic and 
stylistic patterns directly relevant to the Hadith corpus. This 
pretraining allowed CAMeLBERT-CA-NER to better 
recognize religious and historical entities (e.g., Prophet names, 
clans, and locations) and to handle morphological variations 
typical of Classical Arabic. In contrast, models trained 
primarily on Modern Standard Arabic or social media data 
showed slightly higher misclassification rates for such entities 
due to domain mismatch. CAMeLBERT-MIX-NER also 
achieved competitive performance, suggesting that multiple 
Arabic varieties (MSA, CA, and DA) can further improve 
generalization across heterogeneous texts. 

QARiB performed strongly as well, benefiting from its 
large-scale training on diverse Twitter and formal Arabic 
corpora. This highlights that large amounts of heterogeneous 
data, even if not exclusively Classical Arabic, can still capture 
rich contextual representations transferable to CA NER tasks. 

 

Fig. 2. Performance of pretrained models on CANERCorpus. 

Models such as AraBERT, ArabicBERT, ARBERT, and 
MARBERT also achieved high results. Although primarily 
trained on MSA and social media text, they were able to 
generalize effectively to CA. This suggests that while surface 
differences exist between MSA and CA, pretrained models can 
leverage their shared morphological and syntactic features. 

The weaker performance of Multilingual BERT can be 
attributed to the relatively small portion of Arabic in its 
training data (~3 GB from Wikipedia), compared to the much 
larger corpora used in Arabic-specific models. This result 
underlines the importance of language-specific and domain-
focused training when dealing with morphologically rich 
languages like Arabic. 

Beyond overall scores, a closer inspection of entity-level 
performance revealed interesting trends. Models trained on 
Classical Arabic data (e.g., CAMeLBERT-CA-NER) showed 
superior accuracy in recognizing religious and historical 
entities such as Prophet names, clans, and locations mentioned 
in Hadiths. On the other hand, models trained mainly on MSA 
and tweets occasionally misclassified such entities, reflecting a 
domain mismatch. However, these models performed 
comparably well on generic entities like dates, times, and 
numerical expressions, where the differences between CA and 
MSA are minimal. 

Overall, the results highlight three important insights: 

• Domain-specific pretraining matters. CAMeLBERT-
CA-NER demonstrates clear advantages when the 
training domain matches the target text. 

• Cross-variety transfer is feasible for MSA and DA-
based models still generalize well to CA, especially for 
common entity types. 

• Data size and diversity play a crucial role; larger and 
more varied corpora (e.g., QARiB, MARBERT) 
improve robustness, even if they are not domain-
specific. 
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These findings emphasize that while transformer models 
are inherently powerful, their effectiveness for Classical Arabic 
NER is maximized when they are trained on domain-relevant 
corpora. At the same time, the strong performance of general-
purpose models suggests promising opportunities for cross-
domain transfer and low-resource adaptation in future research. 

VII. ERROR ANALYSIS 

To better understand the behavior of the pretrained models 
on Classical Arabic NER, we conducted an analysis of detected 
ambiguities in the test set. We selected the four highest-
performing models based on F1-score: ArBERT, CAMeL-CA-
NER, CAMeL-MSA-NER, and CAMeL-MIX-NER. The test 
set contained 24,966 words. Table VII summarizes the number 
of correctly and incorrectly tagged words for these models. 

TABLE VII.  CORRECT AND INCORRECT TAG COUNTS FOR TOP-
PERFORMING MODELS 

Model Correct Tags Incorrect Tags 

ArBERT 24,813 153 

CAMeL-ca-NER 24,829 137 

CAMeL-mas-NER 24,805 161 

CAMeL-mix-NER 24,813 153 

Some examples of ambiguous words and their 
corresponding model predictions are shown in Table VIII. 

• Words following "ك" (e.g.,  كرسول) are sometimes 
misclassified by ArBERT, which labels them as "O" 
instead of the correct tag "Prophet". 

• Words preceded by " ب", such as (بنخلة), may be 
incorrectly tagged as "LOC" by ArBERT and, in some 
cases, by CAMeL-CA-NER and CAMeL-MIX-NER, 
though the correct tag is "O". 

• Words preceded by "ف", such as ( فلصفوان) in the phrase 
عمر فلصفوان ) يرض  لم   are occasionally misclassified ,(وإن 
by ArBERT as "O" instead of "Pers". 

• Words following (ذو) in CAMeL-CA-NER are 
sometimes wrongly labeled as "Pers", for example (  ذو
 .(اليدين

• Some prophets’ names, like ( إبراهيم) and (يوسف), are 
occasionally tagged as "Pers" instead of "Prophet", and 
vice versa. This also occurs in ArBERT. 

• Certain locations, for instance (مزدلفة) and (العقبة  ,(جمرة 
are misclassified by CAMeL-CA-NER. 

• Person names following words like ( امرأة) or ( ابن) may 
be incorrectly labeled as "Pers" even when they refer to 
prophets, as in ( مريم  ,This occurs in ArBERT .(ابن 
CAMeL-CA-NER, and CAMeL-MIX-NER. 

Additional ambiguities observed specifically in ArBERT 
and CAMeL-MSA-NER include: 

• Words like (قوله) followed by (تعالى) are misrecognized 
as "Allah" instead of "O". 

• Nouns such as (أسماء) are sometimes tagged as "Pers" 
when they are not proper names, e.g., in (  أحب أسماء على
 .(رضي الله عنه إليه

• Words like ( على) are occasionally misclassified as 
"Pers", e.g., (وكانت على بردة). 

• Certain verbs followed by person names can be 
misclassified as "Pers", for example (  فنسي عوف ثم عمر بن
 .(الخطاب

• The word ( الله) is sometimes labeled as "Allah" when it 
should be " نبي الله" or " رسول الله". 

These errors mainly arise from differences between the 
models’ training data and the Classical Arabic text in 
CANERCorpus. Models fine-tuned on Modern Standard 
Arabic (e.g., ArBERT, CAMeL-MSA-NER) show more 
ambiguities, while models trained on Classical Arabic 
(CAMeL-CA-NER) or a mixture of varieties (CAMeL-MIX-
NER) exhibit fewer errors. The qualitative analysis in Table IX 
shows that CAMeL-CA-NER effectively handles Classical 
Arabic morphological patterns and religious expressions, such 
as prefixes (ف ,ب ,و) and embedded prophet names, that often 
confuse models trained solely on Modern Standard Arabic. Its 
superior handling of ambiguous cases like    كرسول reflects its 
experience to Classical Arabic syntax and vocabulary during 
pretraining. In contrast, ArBERT and CAMeL-MSA-NER 
frequently misclassify tokens due to domain mismatch and 
limited exposure to archaic forms. Occasional over-
generalization errors in CAMeL-CA-NER, such as mislabeling 
 as Person, indicate sensitivity to morphological cues that اليدين  
resemble name patterns. These insights confirm that domain-
relevant pretraining enhances contextual disambiguation and 
improves the recognition of specialized entity types in 
Classical Arabic texts. 

TABLE VIII.  MODEL PREDICTIONS FOR AMBIGUOUS WORDS 

The ambiguous word Correct tag AraBERT CAMeL-ca-NER CAMeL-msa-NER CAMeL-mix-NER Weighted- ET-ANER 

 Loc وبمكة
O Loc Loc Loc Loc 

X √ √ √ √ 

 .Pro كرسول
O Pro. Pro. Pro. Pro. 

X √ √ √ √ 

 O اليدين
O Pers O O O 

√ X √ √ √ 

 .Pro قال فيوسف نبي الله
O Pers Pro. Pro. Pro. 

X X √ √ √ 
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VIII. COMPARATIVE EVALUATION WITH PREVIOUS ARABIC 

NER APPROACHES 

Table IX and Fig. 3 compare the performance of the best 
model, CAMeL-CA-NER, with previously reported results on 
the CANERCorpus dataset. Early rule-based approaches 
achieved modest performance (F1 = 89.5%), reflecting the 
limitations of handcrafted rules for Classical Arabic. Later 
BERT-based models reached around 94 to 95% F1, 
demonstrating the benefits of contextualized embeddings. 
However, our CAMeL-CA-NER model achieved the highest 
score (F1 = 97.78%), outperforming earlier systems by more 
than 3%. This improvement can be attributed to its domain-
specific pretraining on Classical Arabic texts (OpenITI 
corpus13), which provides a closer linguistic match to Hadith 
data. These findings confirm that transformer architectures 
with domain-relevant pretraining substantially advance the 
state of Classical Arabic NER. 

TABLE IX.  COMPARISON WITH PREVIOUS WORKS THAT USED 

CANERCORPUS IN ARABIC NER PROCESS 

Previous 

Work 
Approaches Precision Recall 

F1-

score 

[38] Rule-based approach 90.2 89.3 89.5 

[39] 

BERT 94.1 94.9 94.5 

BERT-CRF 94.0 95.4 94.7 

BERT-BLSTM-CRF 93.8 95.2 94.4 

BERT-GRU-CRF 94.1 95.5 94.8 

[31] CAMel-CA-NER 97.51 98.05 97.78 

 

Fig. 3. Comparison of CAMel-CA-NER performance with previous Arabic 

NER approaches on the CANERCorpus dataset. 

IX. LIMITATIONS OF THE STUDY 

Despite the strong performance of transformer-based 
models for Classical Arabic NER demonstrated in this study, 
there are several limitations. First, the dataset used 

 
13 https://github.com/OpenITI/RELEASE/tree/v2019.1.1  

(CANERCorpus) is relatively outdated (2018), which may 
limit the applicability of our findings to more recent or varied 
Classical Arabic texts. Second, the corpus consists exclusively 
of Hadith texts, which means the models are primarily exposed 
to religious and historical language; this may affect their 
generalization to other Classical Arabic domains such as 
literature or formal documents. Third, while our models 
achieved high overall F1 scores, some entity types remain 
challenging, particularly ambiguous words or rare entities. 
Finally, the evaluation was limited to standard metrics 
(precision, recall, F1-score), and further work is needed to 
assess models’ robustness in real-world NLP applications or 
cross-domain scenarios. Acknowledging these limitations 
provides transparency and helps readers interpret the scope of 
our findings accurately. 

X. CONCLUSION AND FUTURE WORK 

This study evaluated the performance of transformer-based 
pretrained language models for Classical Arabic NER using the 
CANERCorpus of Hadith texts. The results showed that all 
models achieved strong performance, with F1 scores above 
96%, confirming the effectiveness of transformer-based 
approaches for morphologically rich and linguistically complex 
languages. Among the models, CAMeLBERT-CA-NER 
achieved the highest F1 score (97.78%), demonstrating the 
advantages of domain-specific pretraining on Classical Arabic 
texts. While models trained on MSA and social media text 
generalized reasonably well to CA, the error analysis revealed 
that they were more prone to misclassifying religious and 
historical entities, emphasizing the importance of domain-
relevant data for accurate NER. The novelty of this study lies 
in its systematic benchmarking and detailed linguistic analysis 
rather than proposing a new architecture. By systematically 
comparing multiple transformer-based models on Classical 
Arabic data, this work establishes a valuable reference point for 
future advancements in Arabic NER and provides insights for 
developing domain-specific pretrained models. 

Future research can build on these findings in several 
directions. First, expanding the dataset with additional 
Classical Arabic sources, including underrepresented entity 
types, would enhance model coverage and reduce ambiguity-
related errors. In particular, while the CANERCorpus (2018) 
remains a valuable resource, incorporating more recent datasets 
would improve the relevance and applicability of the findings. 
Second, investigating cross-domain transfer and domain 
adaptation between Classical Arabic, Modern Standard Arabic, 
and dialectal varieties could further improve adaptability and 
robustness across diverse text genres. Third, incorporating 
strategies to handle ambiguous words and diacritic variations 
may enhance model accuracy. Fourth, exploring model 
interpretability techniques to understand how transformer 
models capture linguistic cues and contextual dependencies 
would provide valuable insights into their decision-making 
process. Finally, integrating these pretrained models into 
downstream applications such as semantic search, question 
answering, and historical text analysis would demonstrate their 
practical utility and support broader NLP research in Classical 
Arabic. 
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APPENDIX A: AMBIGUOUS ARABIC WORDS AND THE IMPACT OF DIACRITICS 

Arabic form English Meaning Transliterations Part of Speech (POS) 

 Freedom Ḥurr Noun حرُ

 Hot Ḥarr Adjective حَر

 Patience Ḥilm Noun حَلمْ

 Forgivingness Ḥilm Noun حِلمْ

 Dream Ḥulm Noun حُلمْ

 Knowledge Elm Noun عِلمْ

 Flag Alam Noun عَلمَ

Knew Alima عَلمَِ   Verb 

Is known Ulima عُلمَِ   Verb 

Taught Allama عَلَّمَ   Verb 

ل مَِ  Is taught Ullima عُ  Verb 

 


