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Abstract—Large Language Models such as GPT-40 and GPT-
40-mini have shown significant promise in various fields. However,
hallucination, when models generate inaccurate information,
remains a critical challenge, especially in domains thatrequire high
accuracy, such as the healthcare field. This study investigates
hallucinations in two different LLMs, focusing on the healthcare
domain. Four different experiments were defined to examine the
two models’ memorization and reasoning abilities. For each
experiment, a dataset with 193,155 multiple-choice medical
questions from postgraduate medical programs was prepared by
splitting it into 21 subsets according to medical topics. Each subset
has two versions: one with the correct answers included and one
without them. Accuracy and compliance were evaluated for each
model. Models’ adherence to requirements in prompts was
assessed. Also, the correlation between size and accuracy was
tested. The experiments were repeated to evaluate the models’
stability. Finally, the models’ reasoning was evaluated by human
experts who assessed the models’ explanations for correct answers.
The results revealed poor rates of accuracy and compliance for the
two models, with rates below 70% and 75%, respectively, in most
datasets; yet, both models showed low uncertainty (3%) in their
responses. The findings showed that the accuracy was not affected
by the size of the dataset provided to the models. Also, the results
indicated that GPT-40-mini demonstrates greater performance
stability compared to GPT-40. Furthermore, the two models
provided acceptable justifications for choosing the correct answer
in most cases, according to 68.8% of expert questionnaire
participants who agreed with both models’ justifications.
According to these results, both models cannotbe relied upon when
accuracy is critical, even though GPT-40-mini slightly
outperformed GPT-40 in providing the correct answers. The
findings highlight the importance of improving LLM accuracy and
reasoning to ensure reliability in critical fields like healthcare.

Keywords—ChatGPT; GPT-40; GPT-40-mini; hallucination;
healthcare; large language models

I.  INTRODUCTION

One development in artificial intelligence (Al) applications
is large language models (LLMs), which include several
technologies such as deep learning and natural language
processing (NLP), reinforcement learning, and transformers to
produce new content from available material. Today, there are
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many LLMs that have been developed by different vendors.
These models follow the same processand start with training the
LLM on a large amount of data from the Internet to produce new
content. However, these models differ in their training methods
and the technologies used to generate and predict output data.
Most of these models rely on language general context, and
linguistic rules to predict subsequent words based on the
preceding ones using technology [1].

LLM models havebeen applied in many fieldsto generate
contentranging fromanswering questions, executing commands
and instructions, summarizing, translating, and conducting long
conversations with users [2]. One well-known company in this
fieldis OpenAl. In November 2022, it made its LLM, ChatGPT,
available to the public. Followingthat, OpenAllaunched several
versions of ChatGPT. For instance, in March 2023, GPT-4 was
introduced, followed by GPT-40 in May 2024. These new
releases had a high impact on NLP technology. The accuracy of
understanding the context of input data and generating the
response has enhanced in comparison to the old models. In
addition, GPT-40 shows strong performance across many
benchmarks [3], and supports multi-modal content generation.

LLMs have been widely used in several fields, including
education, healthcare, industry, business, and marketing, to
enhance productivity and quality as well as reducing effort and
saving time [1], [4], and [5]. However, the use of LLMs may
involve some ethical issues such as bias and hallucinations
which can affect data accuracy and themodel reliability [6], [ 7],
and [8]. Hallucinations may occur whenthe models been trained
with invalid and insufficient data, thus LLM generates
inaccurate or false outputs [9], and [10]. Several studies have
identified factors to minimize the possibility of hallucination.
These factors include improving the quality of training data,
developing methods to detect and correct errors, and enhancing
the models’ ability to think and reason to distinguish accurate
information from false [10].

The problem of hallucination is that it looks like a piece of
meaningful andvaluableinformation, but, in fact, it is inaccurate
and invalid. Generally, hallucinations can occur for several
reasons, including a lack of adequate information, which leads
to inaccurate results during analysis. In addition, poor data
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quality will generate models that rely on low-quality data,
reducing result accuracy and increasing the likelihood of
hallucinations [9]. Moreover, some instructions or questions
given to the LLM models may be unclear or can result in
multiple interpretations according to different contexts.
Furthermore, most LLM models lack reasoning, critical
thinking, and analytical abilities, although companies have
focused on improving these issues in the current updated
versions [10].

This research contributes by examining two models of
ChatGPT: GPT-40 and GPT-40-mini and comparing the
hallucination of the two models in the healthcare field. The
motivation behind this work comes from the hallucination issue
in LLMs, which is particularly critical in fields such as
healthcare, where accurate responses are essential and any
misinformation could have severe or even fatal consequences.
Reducing hallucination in LLMs is essential for ensuring their
reliability in critical fields. Thus, the objective ofthis research is
to evaluate the two models’ responses to medical questions.
Different sets of medical exam questions in different medical
topics for postgraduate medical programs were prepared by
including or excluding the correct answers to test the models’
ability to reason and distinguish the absence of correct answers.
Experiments were designed to evaluate GPT-40 and GPT-4o0-
mini models on memorization and reasoning, where accuracy,
compliance, uncertainty, and reasoning were measured for each
experiment. Also, this research examines the relationship
betweenthe size of thedataset and themodels’ accuracy, as well
as the impact of repeating the test on the models’ accuracy.

The rest of the research is organized as follows: Section II
reviews the literature. In Section III, the methodology is
addressed. A detailed explanation of the different experiments
and their results is presented in Section IV and Section V,
respectively. Section VI discusses the findings of the study.
Concluding remarks and a brief of future works are given in
Section VIL

II. LITERATURE REVIEW

Models of large languages like LLama 3 [1], and GPT-4o
[11] have the capability to generate loads of information as
needed in several domains, including professional and crucial
[12], [4]. However, in some cases, hallucination phenomena
may occurin LLMs [2] when providing information, which can
vary, ranging from minor fabrications to major misconceptions.

Regardless of the effectiveness of the prompting techniques,
researchers have found that LLMs can produce erroneous
responses that mimic actual statements but contain
unsubstantiated information [13]. Others have confirmed that
when hallucinations occur in LLMs, the resulting errors can
negatively impact the user experience, leading to confusion,
distrust,and decreased enthusiasm for usingthese Almodels [7]
and [14].Jietal.[7] definehallucinations in LLMs as the natural
generation of information; however, they may lack meaning or
be inconsistent with the actual content of the source. Zhang et
al. [15] have standardized the definition of hallucinations in
LLMs into three categories: input-conflicting hallucinations,
context-conflicting hallucinations, and fact-conflicting
hallucinations. With input-conflicting hallucinations, the
content that LLMs produce conflicts with what the user has
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input. With context-conflicting hallucinations, the content
produced varies between two different attempts. Lastly, fact-
conflicting hallucinations occur when the information produced
contradicts fundamental knowledge. Several factors can
significantly cause hallucination in LLMs, including inadequate
data samples in the training dataset or utilizing algorithms with
extremely uncertain sampling [7] and [16].

Therefore, dependence on language generative technologies,
where hallucinations in LLMs may occur, raises serious
concerns. Given these challenges, it is particularly concerning
when LLMs are applied, particularly in critical domains like
healthcare. This is due to the significant impacton people’slives
[17], including incorrect clinical decision-making and delayed
orimpropertreatment[8]. Itis possible to train LLMs to perform
remarkably well on arange of medical and healthcare tasks[11],
[4], pass medical examinations [5], [18], [19], and generate
relevant texts about medical topics. However, in a question-
answering task, LLMs may provide an answer that appears
reasonable but is factually inaccurate, while in content-
generation tasks, the model may also generate cohesive
narratives or explanations based on fictitious facts or events in
content generation tasks. For example, in response to the
question, “What are the common side effects of metformin?”’ an
LLM mightsay, “Medication side effects include nausea as well
as trouble breathing”, which is slightly incorrect [20]. The
reliability of LLMs is a major concern for both healthcare
organizations and patients, especially if the model hallucinates
and produces incorrect answers to medical questions. Any
incorrect information can significantly impact the patient’s
health and the healthcare organization’s reputation. Thus,
hallucinations in LLMs might be extremely challenging in the
medicaldomain[21],[22], where integrity and dependability are
crucial [23] to maintain both patient satisfaction and
trustworthiness while receiving healthcare.

There are several studies that highlighted the performance of
different LLM models, including MCQ examination in the
domain of health care [24, 25, 26, 27]. Each research has
evaluated the performance of hallucinations based on one or
more LLM models like ChatGPT3, ChatGPT 4 [24, 25, 26]
while [25] compares ChatGPT-4 with three other different
models, namely ChatGPT, QWen 2.1, and Ernie 4.0.
Nevertheless, [27] has examined the performance of ChatGPT
solely. In addition, the dataset language used in each research
variesbetween Englishand Non-English, aimed to measure both
the model’s accuracy and reasoning.

Moreover, [24] focused on evaluating ChatGPT-4
performance on the Japanese medical licensing examination
dataset. Four aspects of the model were examined: accuracy,
category sub-score, effect of translation, and error analysis. The
model scored 82.7% and 77.2% for the essential questions and
the basic and clinical questions, respectively. On the other hand,
[25] has tested the performance of the GPT-4.0, ChatGPT,
QWen 2.1, and Ernie 4.0 models on a Chinese dataset that has
been evaluated by experts; the models’ accuracy, performance,
and reasoning were measured. The research measures model
reasoning by calculating the rates of fact hallucinating, fact
fabrication, Instruction Inconsistency, and logical inconsistency.
Forallmodels, Ernie 4.0 achieved better performance compared
to GPT-4.0.
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Furthermore, [26] compared the performance of ChatGPT-4
in answering medical MCQ questions with the answers coming
from medical students. This study showed that ChatGPT-4
accuracy outperformed the students with 73.7%, 66.7%
respectively. On the other hand, 78% ofthe students achieved at
least 90% accuracy, which is higher than the accuracy rate of
ChatGPT-4.Finally,in [27],ChatGPT’s accuracy and reasoning
were evaluated using MCQ datasets from the United States
Medical Licensing Examination (Steps 1 and 2), using two
different datasets with and without a provided hint to the model.
Having four different versions of the question sets, the study
revealedaccuracy over datasets forthe firstdataset (Step1l) exam
as44%,(Step2) as42%andtheseconddataset (Stepl) as 64.4%,
and (Step2) as 57.8%.

Although these studies tested theabilities of different LLMs,
none of them evaluated the ability of the model while excluding
the correct answers. Also, none of these studies have tested
hallucination on Chat-GPT-4mini and measured the correlation
between the model’s accuracy and the size of the dataset, nor
tested the model’s stability while answering medical questions.

III. MATERIALS AND METHODS

The dataset for this research [28] consists of multiple-choice
questions (MCQs) with fine-grained human-labeled classes in
different medical fields at the graduate level, designed as a
prerequisite for admission to postgraduate medical programs.
These questions are designed to assess the skills of medical
professionals. The dataset samples contain questions with
answer options, correct answers, and explanations of the
solutions. To ensure thatall questions could be answered by text
input, a few steps were taken to clean the data. First, the
questions and options were proofread. In addition, to improve
the quality of the dataset, the content was supervised by humans.
Some tools were used to prepare the data, e.g., a spellchecker to
identify and correct some cases, such as extra white spaces or
missing options. Any question with an inconsistent format or
questions without the correct answer option was removed. In
addition, questions without a null candidate or those requiring
external informationweredeleted. Questions containing specific
keywords, such as “equation” or “India”, were removed. In
addition, all duplicate questions were removed. The final
version of the dataset contained 193,155 questions.

To enable the generalization and re-usability of the models,
the dataset was splitby examsrather thanby the questions given.
The training set consisted of collected mock and online test
series, while the test set comprised MCQs from the AIIMS PG
exams (years 1991—the date at the time of when you compiled
the dataset). The NEET PG exam MCQs (years 2001—the date
atthe time of when you compiledthe dataset) were used to make
the development set, aiming to approximate a real exam
evaluation. The dataset consisted of 183,000 training examples,
4000 in the test set, and 6000 in the development set. To avoid
overlapping between questions from the training, test, and
development datasets, it was ensured that the test and
development sets contained questions distinct from the training
data. By calculating the Levenshtein distance between each pair
of questions in the dataset, a question was excluded from the
developmentand testsets if its similarity to any other question
exceeded 0.9. For this research, the dataset was split into 21
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smaller subsets, each corresponding to specific topics covered
by the questions. These topics were Surgery, Social and
Preventive, Skin, Radiology, Psychiatry, Physiology,
Pharmacology, Pediatrics, Pathology, Orthopedics,
Ophthalmology, Microbiology, Medicine, Gynecology and
Obstetrics, Forensic Medicine, ENT, Dental, Biochemistry,
Anatomy, Anesthesia, and Unknown. The Unknown dataset
included all the questions that could notbe categorized into any
of the other 20 topics. After splitting, the dataset was divided
into 21 sub-datasets, and 10% of the questions from each sub-
dataset were randomly selected. This reduced the number of
questions usedto evaluatethe targeted models to 100,000. Then,
to prepare the data, all unnecessary records were dropped, and
only the question, the four answer options, and the correct
answer were retained. These datasets were used to examine the
targeted models in the set of experiments where the correct
answer is providedto the model with theset of possibleanswers.
The final structure of the questions in this dataset is shown in
Fig. 1.

Question: {Question}

Opt0: {Optionl}

Optl: {Option2}

Opt2: {Option3}

Opt3: {Optionéd}

Answer: {Correct Choice (0-3)}

Oopt0, 1, 2, or 3 includes a correct choice

R Y

Fig. 1. Structure of question set with correct answer provided.

Then, new datasets were generated from the previous
datasets to conduct another set of experiments where the correct
answer was not included in the possible choices. Instead, the
correct choice was replaced by (NONE). The final structure of
the questions in these datasets is shown in Fig. 2.

Question: {Question}

Opt0: {Optionl}

Optl: {Option2}

Opt2: {Option3}

Opt3: {Optiond}

Answer: {Correct Choice (0-3)}

Ccpt0, 1, 2, or 3 includes a NON choice, no
correct answewr provided.

R 7 T S

Fig.2. Structure of question set with NO correct answer provided.

IV. EXPERIMENTS

In order to test hallucination in LLMs, two different models
were tested, focusingon two key capabilities: memorizationand
reasoning. This study examined two well-known models: GPT-
40 and GPT-40-mini. The experiments conducted in this
research were implemented using Google Collab, with Python 3
and a CPU hardware accelerator. Four separate experiments
were designed to evaluate the models: two for GPT-40 and two
for GPT-40-mini. Each model was tested for both memorization
and reasoning abilities. In addition, two of the experiments were
repeated to examine the ability of the two models to improve
their levels of memorization and reasoning,.

A. GPT-40 Hallucination Evaluation

1) Analyzing Memorization and Reasoning with Correct
Answer (MWRCA)

The objective of this experiment was to evaluate the
hallucination of the GPT-40 model at two different levels:
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memorization and reasoning. For this purpose, a benchmark
consisting of multiple-choice questions, each with four answer
options, was used that covered 21 different domains (see
Section II). Among the four options for each question, one was
the correctanswer. The evaluation method (GPT-40: MWRCA)
began by feeding the model this set of questions, then asking it
to select the correct answer and providea reason for its selection.
Additionally, the model was asked to explain why the other
options were incorrect. After collecting the model’s outputs, its
memorization ability was evaluated based on the number of
correctanswersitchose, while its reasoningability was assessed
by analyzing the justifications the model provided for selecting
the correct answer and avoiding the incorrect ones. Fig. 3 shows
the prompt that asked the model to comply with a specific format
to generate the output response. In this test, the model was
allowed to respond “(IDK)” if it was uncertain of the correct
answer. However, the expectation in the GPT-40: MWRCA
experiment was that the model would choose the correct answer
rather than selecting an incorrect option or responding with
“IDK”. The results produced by the model were then saved in a
CSV file.

You are a knowledgeable and meticulous specialist in the medical field.
Your role is to analyze multiple-choice questions along with their
provided options. Given a multiple-choice question with four possi-

ble answers (0, 1, 2, 3), determine the correct answer and - deliver a
comprehensive explanation for its accuracy.
Additionally, combine the explanations for why the remaining options are
incorrect into a single column labeled “Incorrect Explanations”.

The output must strictly follow this structure:

- Column 1: Question Header (the question text or ID).

- Column 2: Correct Option Index (e.g.,9, 1,2, 3, or IDK or IDK).

- Column 3: Correct Explanation (a single, clear sentence ezolaning the
correct answer).

- Column 4: Incorrect Explanations (all incorrect option explanations
combined lnto one clear sentence, separated by semicolons).

Ensure that:

1. Each column is clearly separated by a single comma (..).

2. No explanation spills over into another column. Keep explanations and
limited to their respective columns.

3. If uncertaln about the correct answer, write 'IDK’ in Column 2, leave
Column 3 blank, and provide reasoning in Column 4

Provide only one row of output in the format:”Question ‘Expalanations”
Strict adherencce to this format is required Any deviation is unacetable.

Fig. 3. Prompt instruction to ChatGPT-4o.

To calculate the accuracy of the model, its output answers
were compared to the actual correct answers. For each correct
response, the model received a score of one. The total score was
then divided by the number of questions in each topic, as shown
in Formula (1):

TotalNumberofCorrectAnswers

Accuracy= x 100(1)

To calculatethe compliance of themodel, themodel’s output
was compared to the correct structure of the output format
(question, correct option index, correct explanation, incorrect
explanation). The model received a score of one if it followed
the specific format; otherwise, it received a score of zero. The
total score of the model was then divided by the total number of
questions in each topic, as shown in Formula (2):

TotalNumberofQuestions

ScoreofCompliance

Compliance = x 100(2)

TotalNumberofQuestions

Finally, the uncertainty of the model was calculated based
on the number of IDK responses it provided. The total number
of IDK responses was then divided by the total number of
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questions to calculate the percentage of uncertainty, as shown in

Formula (3):

TotalNmuberofIDKresponses
TotalNumberofQuestions

Uncertainty = x 100 3)
2) Analyzing Memorization and Reasoning with No
Correct Answer (MWRNCA)

The GPT-40: MWRNCA experiment followed the same
structure as the GPT-40: MWRNCA experiment in terms of
constructing the prompt. The key difference between the two
experiments is the structure of the benchmark used to evaluate
the models. In this experiment, the set of questions presented to
the model had nocorrect answer in the available choices foreach
question. Instead, options suchas “Blank”, “NONE”, or “NONE
OF THE ABOVE” were included to represent “No Correct
Answer Provided”. Fig. 4 shows an example of a question from
the dataset. The expectation for the results was that the model
would choose “Blank”, “NONE”, or “NONE OF THE ABOVE”
as an answer for each question. To run GPT-40: MWRNCA, the
model was not given any hints about removing the correct
answers from the dataset. The model was expected to know this
by itself.

1 Question: {Post operative muscle ache is

caused by}
2 Optl: {d-TC}
3 Opt2: {None}
4 Opt3: { Gallamine}
5 Opt4: { Pancuronium}

Fig. 4. Question sample from the anaesthesia dataset.

The GPT-40 responses were evaluated based on accuracy,
compliance, and uncertainty. Accuracy was calculated based on
the number of “NONE” responses provided by the model,
relative to the total number of questions [see Formula (4)].
Further, the percentage of themodel compliance and uncertainty
was calculated following Formula (2) and (3), respectively.

TotaINmuberofNONEresponses

Accuracy = x 100 4

TotalNumberofQuestions

B. GPT-40-Mini Hallucination Evaluation

1) Analyzing Memorization and Reasoning with Correct
Answer (MWRCA)

In this experiment, GPT-40-mini hallucination in
memorization and reasoning was evaluated. Following the
methodology of the GPT-40: MWRCA experiment, questions
from 21 different medical topics were passed to the model to
answer. The same prompt defined in Section II was used with
GPT-40-mini. The model’s responses were evaluated based on
the model accuracy, compliance, and uncertainty, following
Formula (1), (2), and (3), respectively.

2) Analyzing Memorization and Reasoning with No
Correct Answer (MWRNCA)

In this experiment, the hallucination behavior of GPT-4o-
mini was evaluated at both the memorization and reasoning
levels. The prompt provided to the model was similar to the one
in Section I, with the only change the model’s name, i.e., GPT-
4o0-miniinstead of GPT-40. The dataset used in this experiment
was the one that included no correct answers in the provided
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answer choices. The model was expected to respond with
“NONE”; any otherresponse reduces its accuracy according to
Formula (4). Compliance and uncertainty percentages are
calculated using Formula (2) and (3), respectively.

V. RESULTS

In each of the four experiments, the compliance rate,
accuracy, and uncertainty were measured for each dataset.
Additionally, the correlation between the size of the dataset and
the accuracy was analyzed, as well as the learning rate after
repeating the experiments. Lastly, the models were prompted to
provide reasoning for their answers, and these justifications
were sent to medical experts for evaluation of the models’
reasoning.

A. Compliance Rate

The compliance rateis defined as the number of compliant
responses divided by the total number ofresponses. As shown
in Fig. 5, the compliance rate of both models slightly decreased
across all datasets when the correct answer was replaced with
“NONE” in the given options; however, this drop is
insignificant. GPT-40-mini outperformed GPT-40 in terms of
compliance in nearly all experiments. The only exception was
observed onthe ENT dataset, where GPT-40 complied with the
requested response format on about 99.8% of the questions
when the correctanswer was given in the options. On average,
the compliance rates for the GPT-40: MWRCA, GPT-4o:
MWRNCA, GPT-40-mini: MWRCA, and GPT-40-mini:
MWRNCA were 60.98%, 57.92%, 76.30%, and 72.94%,
respectively.

Compliance Rate
120.00%
100.00%

80.00%
60.00%
40.00%
20.00%

0.00%

B Compliance rate gpt-
40:MWRCA

@ Compliance rate gpt-
40:MWRNCA

N
& & ST \\°"&<>°°" $F mini:MWRCA
(\?? é\?' 00'—: S N sz ’(\‘\% <8 Q\Q’ \§\ .
¥ &° o K S W Compliance rate gpt-40-
& Q@@ mini:MWRNCA
< &
[ B
%0
Dataset
Fig. 5. The compliance rate of each experiment on each dataset.

B. Accuracy

The accuracy of eachexperiment across all datasets is shown
in Fig. 6. Although GPT-40-mini slightly outperforms GPT-4o0
on most datasets, both models perform poorly with accuracy
rates below 70% on all datasets, except the ENT dataset, where
GPT-40 achieves an accuracy of 81%. Both models show a
significant drop in performance when the correct answer is
replaced with “NONE”, with average decreases of 75% for
GPT-40 and 66% for GPT-40-mini. The average accuracy for
GPT-40: MWRNCA, GPT-40- mini: MWRCA, and GPT-4o-
mini: MWRNCA are 48.60%, 11.90%, 53.13%, and 17.38%,
respectively. These results indicate thatboth models are highly
hallucinatory when applied to the given medical datasets.

B Compliance rate gpt-40-
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Fig. 6. The accuracy of each experiment on each dataset.

C. Uncertainty

When the correct answer is listed within the options, the
models had less than 3% uncertainty on all datasets, as seen in
Fig. 7. Additionally, GPT-40 reported a higher uncertainty than
GPT-04-mini on all datasets. Notably, despite the low accuracy
of all models as mentioned above, they all reported low
uncertainties, averaging 0.88%,26.63%,0.59%,and 13.15% for
GPT-40: MWRCA, GPT-40: MWRNCA, GPT-40-mini:
MWRCA, and GPT-40-mini: MWRNCA, respectively.

Fig. 7. The uncertainty of each experiment on each dataset.

D. Correlation

The correlation factors between the experiments’ accuracy
and the datasetsizes are all below 0.05, as seen in Fig. 8. The
results indicate no clear correlation between dataset size and
model performance.
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Accuracyvs. Datasct Size

e s P m seec am P e sacc

Fig. 8. The correlation between the dataset size and the accuracy.

E. Model Stability

To measure the models’ performance stability, each of the
four experiments was rerun on the following 10 selected
datasets: Pathology, Pediatrics, Pharmacology, Physiology,
Psychiatry, Radiology, Skin, Social and Preventive Medicine,
Surgery, and Unknown. The computed difference between the
accuracies of the two iterations of each of the four experiments,
as in Formula (5), was 30.74% for GPT-40 with the correct
answer, 1.75% for GPT-40-mini with the correct answer, 3.72%
for GPT-40 with “NONE” instead of the correct answer, and
1.64% GPT-40-mini with “NONE’” replacing the correct
answer. These results indicate that GPT-40-mini demonstrates
greater performance stability compared to GPT-4o.

ChangelnAccuracy = SecondRunAccuracy
— FirstRunAccuracy  (5)

F. Reasoning

An electronic questionnaire was completed by 22 medical
doctors. The questionnaire consisted of six sections, each
representing a different medical field. Each section contained
randomly selected case-based questions that both models
answered correctly. Along with each question were two
justifications, one from GPT-40 and the other from GPT-40
mini, along with the model’s selected answer and its
justification.

Participants were asked to evaluate the output of each model
by selectingoneof four possible options for each question which
are:

e Agree withboth GPT-40 and GPT-40omini justifications.

e Agree with GPT-4o0 justification but disagree with GPT-
40 mini justification.

e Disagree with both GPT-40 and GPT-40 mini
justifications.

e Disagree with GPT-4o justification but agree with GPT-
40 mini justification.

Theresultsofthis questionnaire revealed that the first choice
had the highest percentage (68.8%) among all options. The
third-choice percentage was the lowest (3.3%). The fourth
optionreceived 15.5%, while the second option received 12.4%
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of participants’ selections. These results indicate that the
justifications provided by both GPT-40 and GPT-40-mini were
considered reasonable for most of the questions.

Fig. 9 summarizes the average compliance, accuracy, and
uncertainty for each experiment across all datasets. While GPT-
40-mini slightly outperformed GPT-40 in answering multiple-
choice medical questions, both models frequently hallucinated
and were unreliable for medical decision-making. Hallucination
rates increased further when the correct answer was replaced
with “NONE” as an option. Despite low overall accuracy, the
models reported very low uncertainty when the correct answer
was explicitly provided among the choices. However,
substituting the correct answer with “NONE” reduced accuracy
while increasingreported uncertainty. In terms of correlation, no
relationship was found between dataset size and model
accuracy, suggesting that repeated exposure to a topic does not
improve performance. Additionally, retesting revealed that
GPT-40-mini’s results remained stable across experiments,
whereas GPT-40’s performance varied in the experiment with
the correct answers explicitly included.

ompliance, Accu

Dataset s rp—

Fig.9. The overallaverage of compliance, accuracy, and uncertainty.

VI. DIiScusSION

The results of this study highlight significant findings
regardingthe occurrence of hallucinations in two large language
models, GPT-40 and GPT-40-mini, in the context of healthcare-
related medical questions. Both models demonstrated notable
challenges in their ability to reliably generate correct answers,
with accuracy rates falling below 70% in most datasets.
Although GPT-40-mini performed better thanGPT-40 in terms
of compliance and accuracy, it still exhibited considerable
hallucinatory behavior and weak adherence to a given task
instruction. On the otherhand, the accuracy of the two models
dropped when the correct answer was replaced witha “NONE”
option. This dropindicates that bothmodels could not recognize
the absence of the correct answer and generate unreliable
answers without real understanding which highlights the
limitations of these LLMs when response correctness is a key
factor. Moreover, the high level of compliance combined with
the drop in accuracy suggests that these LLMs cannot be relied
upon, especially if used in high-stakes contexts such as
healthcare. Furthermore, the study’s experiments demonstrated
a lack of correlation between the size of the question set sent to
the model and its performance, showing no relation between
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changing the size of the data and the model’s accuracy which
indicated that model hallucination is not sensitive to a giventask
size. Finally, re-running the experiments on smaller and specific
datasets showed that GPT-40-mini has minimal accuracy
differences between runs compared to GPT-40. This indicates
that GPT-40-mini may be a more stable model in real-world
applications, although it remains at risk of hallucinations.

Comparing the results of this study with previous studies
conducted on LLMs hallucination in the medical field, the
presentedresultsare consistent withthe previous studies[24, 25,
26, 27] that asserted that the LLMs, including different GPT-
versions exhibit hallucination and show low accuracy. In the
context ofevaluatingmodel hallucination in differentlanguages,
two studies [24,25] conducted in non-English languages showed
similar results to the studies conducted in English [26,27] and to
this study, indicatingthat LLMs exhibithallucinationdespite the
language used. However, this research is distinguished from the
previous studies in the variety of evaluation criteria and the
medical topics. In this study, multiple tests were designed to
measurespecific aspects of the models, providing deeper insight
into their performance. In addition to recall and reasoning, the
study assessed models’ stability and their correlation with the
size of the question set. Also, the study explores the models’
behavior in the absence of correct answers. Whereas previous
studies tested the medical dataset ranged from oneto four topics,
this study’s experiments were conducted on 21 medical topics
to provide a deeper insight into hallucination and to avoid the
limitation of a broad analysis.

In conclusion, this study concluded that GPT-40 and GPT-
40-mini exhibit hallucination in the medical field, highlighting
the need for furtherstudy to test different LLMs and apply on
different datasets. Finally, this research recommends improving
the LLMs and using them cautiously, considering the
hallucination in their responses.

VIL

The main findings of this study present the results of the
compliance, accuracy, and uncertainty of each experiment
across all datasets. Although GPT-40-mini slightly
outperformed GPT-40 in correctly answering multiple-choice
questions, both models strongly hallucinated and cannot be
relied upon for medical questions. Furthermore, the models
hallucinated even more when the correct answer was replaced
with “NONE” as an option. Despite the low accuracy, the
models reported extremely low uncertainty rates for questions
where the correct answer was explicitly listed among the
options. Replacement ofthe correct answer with “NONE” in the
options reduced the accuracy of the models but increased their
uncertainty. Moreover, regarding correlation, there was no
relationship between the dataset size and the models’ accuracy,
indicatingthat the models do notimprove as theyare questioned
more on aparticular topic. Additionally, retestingeachmodel on
the same questions from a sample of the datasets showed the
stability of the GPT-40-mini model compared to GPT-40’s
results. Future work will focus on refining model training to
reduce hallucinations and exploring methods to enhance
reasoning abilities in specialized domains like healthcare.
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