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Abstract—SKkin cancer is among the predominant forms of the
disease that includes malignant squamous cell carcinoma, basal
cell carcinoma, and melanoma that is characterized by aberrant
melanocyte cell development. Frequent screenings and
examinations enhance the prognosis for people with skin cancer.
Sadly, a lot of patients with skin cancer are not diagnosed until the
condition has progressed past the point at which treatment is
effective. Deep learning techniques in computer vision have made
impressive strides, but issues like class imbalance and a lack of
data still hinder the autonomous identification of skin conditions.
A solution to address these problems is the implementation of
GAN, which is capable of synthesizing realistic data. In this paper,
a deep learning GAN model for image synthesis utilizing the
pix2pixHD integrated with Convolutional Neural Network (CNN)
classifier approach is used to perform skin cancer classification.
To categorize three forms of skin cancer benign or malignant. The
proposed pix2pixHD GAN is a novel method for utilizing pertinent
skin lesion information for generation of high-quality synthesized
dermoscopic image and conduct skin lesion -classification
performance with improved accuracy. Realistic images were
created using a U-Net-based generator and PatchGAN
discriminator with custom CNN architecture to classify three
forms of cancer. With remarkable accuracy of 87.65% (MEL),
91% (BCC), and 89.85% (SCC) and other performance
parameters indicate that GAN pix2pixHD Classifier model has
promising results in classification. These findings demonstrate the
Classifier's ability to produce and correctly identify high-quality
skin lesionimages, indicating its potential as a deep learning-based
medical image analysis tool.

Keywords—Deep learning; skin cancer; generative adversarial
network; pix2pixHD; classification

I.  INTRODUCTION

The human body's most important and sensitive organ, the
skin, acts as the body's main defense against the environment
and is essential for shielding the body from dangerous UV rays
and illnesses. But because it is the outermostlayer, it can get a
variety of ailments, including skin cancer, which is one of the
most prevalent cancers in the world [1] Many people are
suffering from different types of skin cancer. In the year 2021
there were approximately 6.64 millionnew cases of skin cancers
worldwide, encompassing both melanoma and non-melanoma
types [2]. The stats provided that in year 2022, an estimated

330,000 new cases of melanoma were diagnosed globally, with
nearly 60,000 deaths attributed to the disease [3].

As per study, in the US in 2019, about 100,000 new cases
was found and 7,000 people will die. Lucky for us, melanoma
treatment works much better when it was found early; it has a
92% 5-year survivalrate, but only 26% when it was found later.
So, findingand diagnosingmelanomaas soon as possible is very
important[4].

Current improvements in computer vision using Artificial
Intelligence (AI) have improved diagnosis and detection
approaches for fatal malignant skin conditions. Skin cancer
diagnosis has always relied on manual screening and physical
inspection. Dermatologists' procedures for visual inspection and
evaluating of disease images are challenging, unreliable, and
mistake prone[4]. The cancerous pixels must be recognized
correctly to do investigation, interpretation, and comprehension
of skin lesion images. This is challenging for the reasons stated
below.

e Hair, veins, lubricants, bubbles, and various other clutter
may be present in lesions on the skin images, interfering
with the segmentation process.

e A lack of contrast between the adjacent skin and the
lesion area also makes precise segmentation of the lesion
difficult.

e Skin lesions typically vary in size, form, and color,
limiting the efficiency of procedures in obtaining a
greater accuracy degree level.

Skin lesions typically vary in size, form, and color, limiting
the efficiency of procedures in obtaining a greater accuracy
degree level. Due to this, demonologist find manual diagnosis
challenging and necessitates the implementation of
computerized diagnostic for analysis of skin lesion in making
fast decisions. It has helped specialists make more precise and
rapid recommendations concerning but its most threaten type
Melanoma, have a very high death rate, but theyare easy to treat
if they are found early [4].

Over the years, different automated methods have been used
to find and diagnose skin cancer. This is how medical imaging
analysis is generally done: by using various dermoscopic image
processing techniques. In general, the complete procedure of
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findingmelanoma cancer canbe brokendowninto four essential
steps:

e Preliminary image processing.

e Segmentation of images.

e Extraction of features.

e (lassification of cancerous tumors.

Some of the other techniques used in preliminary processing
include adjusting contrast and sharpness, morphological
operations, binarization, data augmentation and colour grey-
scaling. Noise and other irregularities are taken out of images at
this stage. Resizing images makes sure that they are all the same
size, which also makes computations easier. Segmentation of
skin images run right after pre-processing, of images, separates
the diseased area from the healthy meat to get the region of
interest.

It divides healthy tissue priorto collecting lesions' features
for suitable diagnosis. Skin lesion analysis for the identification
ofmelanomauses thresholds, clustering, edge and region-based,
and ABCDE segmentation Algorithm. Such methods struggle to
successfully partition the Melanoma region because of the
complicated visual appearance of the skin lesions [5].

The majority of currentresearch on skin cancer classification
uses either traditional CNN architectures or GAN-based data
augmentation for binary classification, often with poor image
quality and insufficient management of data imbalance. This
research fills this gap by combining a CNN classifier with
pix2pix GAN to improve lesion representation and diagnostic
performance for BCC, SCC, and melanoma.

II. METHODS

A. Skin Cancer Diagnosis Through Deep Learning

The fine-grained variety of skin lesion appearances makes
the task of classifying skin lesions difficult. As high-
performance computing has advanced and massive datasets
have emerged, deep learning techniques have demonstrated
significant promise in a variety of image processing
applications. Additionally, the most deployed deep learning
convolutional neural network (CNN) performs end-to-end
training using labels and image pixel input. CNN is better than
the hand-crafted method in automatically extracting salient
characteristics from the inputdata. CNN used for the firsttime
in 1995 and utilized for analysis of medical imaging [6]. To train
a deep CNN model with strong generalization capabilities,
sufficient labelled data is needed. However, there aren't many
publicly accessible data points for classifying skin lesions. The
model transfer technique through transfer education arethemain
categories of classification [7].

The 129,450 clinical images were used to fine-tune the
GoogleNet Inception v3 CNN architecture, which had been
pretrained on the ImageNet dataset. With 2,032 disease types
serving as its leaf nodes, and tree-structured taxonomy-based
dataset is arranged. A partitioningalgorithmisused to define the
training classes based on these leaf nodes. Two binary
classification challenges were used to evaluate the CNN model's
performance with that of 21 dermatologists. The findings
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demonstrate that in certain skin cancer classification tasks,
artificial intelligence has surpassed human experts. Numerous
follow-up researchers have beendrawn to this seminal work [8].

Researcher looked into using artificial intelligence and
dermatologiststo classifyskin lesions [9]. The authors generated
two sets of classification results using a ResNet50 model [10].
The XGBoost method was then used to merge the findings.
Artificial intelligence and human decision-making together
demonstrated superiority over separate systems [11].

Research has been conducted and demonstrated that
augmented data is beneficial for accuracy by accurate
classification and preventing overfitting by training a 4-layered
CNN model with to distinguish benign skin lesions from
melanoma using both normal and supplemented datasets [12].

By training two dual deep CNNs and allowing them to
supportone another, a unique skin lesion categorization model
was created[12]. The ISIC2016 Challenge dataset yielded state-
of-the-art results for the suggested model [13].

Data synthesis, a more advanced technique for data
augmentation, is intriguing and well-liked. Variational
autoencoders (VAEs) [ 14] and generative adversarial networks
(GANS) are the two most used methods for data synthesis [15].
In addition to classifying the input data into distinct classes, the
WGAN can produce 64 x 64 images. The suggested approach
used just 140 labelled images from the ISIC 2016 Challenge
dataset, yielding an average precision score of 0.424 [16].

Research was conducted and presented a deeply
differentiated GAN (DDGAN) with the goal of improving the
resolution of produced image [17]. In order to demonstrate that
DDGAN [18] and LAPGAN [19] that both can learn the
distributed datasets and synthesize samples that looks like
realistic, the authors created realistic-looking 256 x 256 skin
lesion image and compared them.

GAN forimage synthesis using pix2pixHD. They synthesize
maps and semantic maps rather than creating images from
random noise. The suggested pix2pixHD GAN is a unique
approach to using the relevant skin lesion information for
synthesizing high-quality image , and it is somewhat conducive
to skin lesion classification performance, even if it needs
annotated data to produce images, but this approach only
characterized two types of skin cancer benign or melanoma[20].

B. Dataset

We require certain masks that demonstrate the presence or
absence of clinically significant skin lesion patterns to train and
evaluate pix2pix.

These masks may be found among the 2,601 images from
the 2018 ISIC training dataset[21]. The segmentation masks for
the same lesions, which are utilized to create instance and
semantic maps, were acquired via the 2018 ISIC Challenge[21].
To train 2,056 images and test 545 images, we divided the data
for three different classes. The details of divided data available
in Table 1.

A resilient adversarial learning objective function, a patch
GAN discriminator architecture, and a generator with U-net are
used in the pix2pix network that is a conditional image-to-image
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translation GAN. The network was able to operate with high-
resolution samples as shown in Fig. 1.

Differentiating between Basal Cell Carcinoma, Melanoma
and Squamous Cell Carcinoma is in skin categorization process.

Vol. 16, No. 10, 2025

has total to 115,232 trainable parameters, max pool and fully
connected layer at output.

TABLEI. DATA FOR TRAINING AND TESTING

Conventional CNN-based classifiers use used that classify in Image Class Training Testing Total
between three dermoscopic images to directly learn features. Basal Cell Carcinoma(BCC) 679 188 867
Pix2pix model is used to generate synthetic images and Melanoma(MEL) 700 167 867
trained to improve dermoscopic images as shown in Fig. 2(a) ;
and 2(b). The CNN classifierlearn features from these generated Squamous Cell Carcinoma(SCC) | 677 190 867
images and classify the three skin cancer types. CNN classifier Total 2056 545 2601
Real Samples
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Pix2pix GAN: Image generation and classification.
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Fig.2. (a)Original image input from ISIC 2018 dataset, (b) High resolution synthetic images generated from pix2pix GAN.

A U-Net design, which is useful for maintaining spatial
information essential for medical image, is commonly used by
the pix2pix generator. The discriminator is a PatchGAN, which
helps the model concentrate on texture and fine features by
classifying tiny patches of the Image instead of the entire image.
Adversarial loss and L1 loss the pixel-by-pixel difference
between the produced Image and the ground truth are used in
tandem to train the pix2pix model. Segmentation masks or
diagnostic labels can be used to direct the learning process for
melanoma tasks. After training, the pix2pix output is utilized as
a preprocessing step for an independent classification network

or directly for diagnosis. In certain instances, the produced
image alone can be sufficiently interpreted to help doctors make
diagnoses.

The generator is encouraged to provide outputs that are
identical to actual images by the adversarial loss as shown in

Eq. (1):
LcGAN(G,D) = Ex,y[logD(x,y)] + Ex, z[log (1 —
D(x, G(x,2)))] M
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An L1 loss as shown in Eq. (2) is used to guarantee that the
produced images near the ground truth that improve pixel level
accuracy and decrease blurriness.

AL, (G) =Ex,y[lly —G(x) I 1] 2)

Realism is guaranteed by the GAN loss. The input's fidelity
is guaranteed by the L1 loss. When combined, they yield results
that are correct semantically and believable visually as shown in

Eq. (3):
G* = argmingmaxp L, GAN(G,D) + AL,;(G) (3)

The model architecture consists of generator with U-Net
attention, input of RGB image of 256 x 256, activation function

-------------------------------------------------
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of ReLU in encoder, LeakyReLU in decoder, and Tanh at final
output as illustrated in Fig. 3.

The U-Net architectural design is for the purpose of medical
image segmentation. It has a symmetric structure that constitutes
an encoder and decoder: the encoder will collect contextual
information through down-sampling, while the decoder restores
fine-grained details by up-sampling. A distinguishing feature
that gives U-Net its advantage is the presence of skip
connections between symmetric layers of the encoder to the
decoder. These connections help in retaining some spatial
information that could be lost during down-sampling and make
U-Net particularly good at tasks that need high localization
accuracy, such as boundary delineation in medical images [22].

Input Image Attention
256 x 256 :
: { 5 Conv +
l ] e T ReLU
Taput i Conv3x3 L
Generator % l Conv 3 x 3 - FC layer
Leaky ReLU il b= l
Leaky ReLU ' '
l : :  Classification
Conv 3 x3 l - Labels
l e R ! |
Conv 3 x3
l Leaky ReLU
A : | ‘Goncerated l
Diagnosis map — |
| Conv 3 x 3
Conv 3 x3 l
l Leaky ReLU
ReLU
Tanh

a) U-Net Generator with Attention Network

b) PatchGAN Discriminator ¢) CNN

Fig.3. Pix2pix GAN architecture with U-Net generator and CNN as classifier.

The U-Netarchitecture acts as a generator in a pix2pix GAN
setup developed for medical-image-segmentation tasks. First,
dermoscopic images (256x256 pixels) are fed into the encoder-
decoder structure. The encoder successively down-samples the
image, using convolutional layers with ReLU activation and
batch normalization (except for the last layer), extracting deeper
features while reducing spatial resolution. With each down-
sampling step, the number of feature channels is increased so
that the model can learn complex patterns. The decoder
upsamples these features to reconstruct the image at the original
resolution using transposed convolutions and LeakyReL.U
activations. A vital design consideration is the use of skip
connections between corresponding encoder and decoder layers
so that fine-grained features from the earlier layers can directly
influence the output. Such preservation of spatial details
minimizes information loss in the down-sampling process.
Finally, the single-channel output (256%256x1) representing the
diagnosis or segmentation map is activated using the Tanh
function, constraining pixel values to the range of[-1,1]. This U-
Net generator is pivotal to attaining realistic and spatially
accurate outputs in the pix2pix GAN pipeline [22]. The
inclusion of attention in this way improves both interpretability
of the model and its segmentation accuracy, especially in

applications dealing with skin cancer imaging. The model is
therefore facilitated in providing more accurate and realistic
segmentations of lesions in aiding clinicians in suspicious area
identification. Visualizing these attention maps presents
additional insight into what the model considers most relevant
for diagnostic purposes.

Linear transformation performed in Attention network
achieved through encoder feature map in Eq. (4):

x ERMFxxHx W) 4

The decoder feature map is achieved through gating signal
along with skip connections to produce feature map in Eq. (5).

g€ RNFgx H'x W') (5)

Applying the linear projections on both equations through
convolution shown in Eq. (6) and (7).

0 x=W_(x)x (6)
o_g=W_(g)g (7)
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Two inputs are projected, added and passed through
activation function ReLU that helps in learning the non-linear
projections between encoder and decoder as shown in Eq. (8).

y=ReLU (0_x+¢ g) (8)

Scalar map is needed to produce attention network for
knowing the important spatial regions by using sigmoid as
activation functionand convolution network asshown in Eq. (9).

o=o(W_y y+b_y) ©)

The discriminator usually uses a PatchGAN architecture,
The discriminator usually uses a PatchGAN architecture, which
works as a Markovian discriminator by assessing the realism of
tiny, overlapping patches 70x70 rather than the full image for
balanced realism & accuracy. Because it enforces for high
accuracy, this localized technique is especially well-suited for
medical imaging jobs where fine-grained characteristics like
lesion boundaries, pigmentation, and texture changes are crucial
for diagnosis. In order to encourage the generator to generate
anatomically correct and spatially coherent outputs, PatchGAN
slides aneural classifier over the Image and classifies each patch
as real or false. This results in more realistic lesion shapes and
clearer borders, both of which are necessary for accurate skin
cancer segmentationanddetection. The Adam Optimizer is used
with tuned parameters. We tried different sets of values for
different parameters but there is problem of fast convergence.
The values of B1 and 2 are set to stabilize the training process
as available in Table II:

TABLE II. TUNED PARAMETER FOR PIX2PIX GAN
Parameter Value

Input Image Size 256x256
Batch Size 16
Learning Rate (Generator) 0.0002
Learning Rate (Discriminator) 0.0001
Optimizer Adam
Bl 0.5
Epochs 200

III. PERFORMANCE EVALUATION

Classification purposes in the health domain wants great
sensitivity as it signifies the measure of the system's value.
Sensitivity is stated as Eq. (10):

(TP)
(TP+FN)

Sensitivity /Recall = (10)

Precision represents the ratio of accurately labels that are
classified truly positive, which is stated as Eq. (11):
(TN)
(FP+TN)

Precision = (1)

Accuracy calculates the sum of appropriately classified skin
lesions divided by the total number of skin lesions, which is
stated as Equation 12 and F1-score in Eq. (13):

(TP+TN)

Accuracy = o

(12)
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(2+TP)
(2*TP+FN+FP)

F1 Score = (13)

IV. RESULTS AND DISCUSSION

We train a skin classification network with both synthetic
and actual training sets to assess the entire set of synthetic
images. Then, we compare the areaimages. For this comparison,
we employ three distinct synthetic images created with our
version of pix2pix thatuse both instance and semantic maps are
called instances.

Only semantic label maps are used to produce semantic
samples, whereas our conditional PGAN is used to generate
PGAN samples. The best synthetic samples are those that are
producedusinginstance maps. The findings forsynthetic images
confirm thatthey include characteristics that indicate whether a
lesion is MEL, BCC and SCC. Furthermore, the findings imply
that the created images have characteristics that go beyond what
is found in the actual images. The predicted outputis shown Fig,
4 that has three classified outputs.

The performance evaluation for our implemented CNN
classifieris available in Table Ill. These values confirm that the
model maintains strong precision-recall performance, especially
for BCC, with slightly more variability in MEL and SCC. The
implemented model reveals that the performance evaluators are
nearly equal to accuracy for predicted classes.

TABLE III. PERFORMANCE EVALUATORS FOR PIX2PIX GAN AND CNN AS
CLASSIFIER
Class Accuracy Precision Recall F1-Score
BCC 91% 93% 91% 92%
MEL 87.65% 89.18% 88.06% 88.1%
SCC 89.85% 87.23% 90% 88%

In order to validate the result, we have implemented the
dataset on different deep learning models and the results are
available in Table IV. For different models the recall, F1 and
precision values are close to accuracy for VGG-16 MobileNet-
V2 and InceptionV3 model that depicts the accuracy of
generated synthetic images.

TABLEIV. PERFORMANCE EVALUATORS FOR DIFFERENT DEEP LEARNING
MODELS
VGG-16]23]
Class Accuracy Recall F1-Score Precision
BCC 84.83% 83.27% 83.42% 83.62%
MEL 82.18% 79.83% 78.30% 80.63%
scc 83.78% 81.00% 79.00% 80.31%
MobileNet-V2[24]
BCC 79.58% 79.30% 78.20% 80.97%
MEL 84.63% 82.02% 77.23% 82.89%
scc 82.58% 80.28% 80.00% 81.00%
InceptionV3|[25]
BCC 82.13% 80.45% 82.64% 80.27%
MEL 83.02% 81.75% 82.33% 82.42%
scc 85.89% 85.00% 83.97% 83.14%
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Fig. 4. Three classified outputs after CNN classification.

The model was trained on CPU 7th Generation core i-7 Intel
processor, with 16 gigabytes (GB) of NVDIA GeForce GTX
1080 with 8 GB of RAM make up the system's Graphical
Processing Unit (GPU). The confusion matrix for our
implemented CNN classifier for three types of skin cancer for
classification is shown in Fig. 5.

37

BCC

28

True Label
MEL

MEL scc
Predicted Label

BCC

Fig. 5. Confusion matrix for classification of MEL, BCC and SCC through
CNN classifier.

In order to validate the result, we have implemented the
dataset on different deep learning models and the results are
available in Table IV. ROC and Precision-Recall curves for
MEL, BCC and SCC are shown in Fig. 6(a) and Fig. 6(b). For
different models the recall, F1 and precision values are close to
accuracy for VGG-16, MobileNet-V2 and InceptionV3 model
that depicts the accuracy of generated synthetic images.

Results clearly shows that our proposed hybrid method,
implementing pix2pix GANs with CNNs, predicts 91%
accuracy on BCC, 87.65% on MEL and 89.85% on SCC using
the ISIC-2018 dataset compared with typical CNN models like
VGG-16, MobileNet-V2, and InceptionV3 by roughly 5 to 10%
with reduced computational power and enhanced multi-class
skin lesion classification. Table V also displays the comparison-
based classification performance accuracy results of other
authors’ related work.

TABLE V. CLASSIFICATION PERFORMANCE ACCURACY FOR EXISTING
RESEARCH
Author Model Classes Accuracy
[8] Inception v3 CNN 2 85%
9] Hybrid 2 88%
[12] Synergic CNN 2 82-85%
[17] MelanoGANs 2 <85
[20] pix2pix GAN 2 85
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V. CONCLUSION

Medical imaging is rapidly being driven by hybrid deep
learning frameworks that combine generative and discriminative
models. This research work used a pix2pix GAN with a U-Net
generator and PatchGAN discriminator, together with a
customized CNN classifier, to improve the classification of
melanoma (MEL), basal cell carcinoma (BCC), and squamous
cell carcinoma (SCC). The model efficiently controlled data
imbalance and variability by synthesizing high-resolution
dermoscopic images, reaching classification accuracies of 91%
(BCC), 87.65% (MEL), and 89.85% (SCC), outperforming
other models such as VGG-16, MobileNet-V2, and
InceptionV3. These findings highlight the potential for GAN-
augmented classificationto increase diagnostic performance and
robustness. A strong transition toward clinically deployable,
high-precision diagnostic systems in dermatology is shown by
this, which is consistent with current research trends that
emphasize data augmentation and multimodal learning.
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