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Abstract—Machine-Readable Code (MRC) and Machine-
Readable Regulations (MRR) enable the conversion of complex
regulations into structured formats such as JSON, XML, and
X2RL, allowing machines to parse and interpret regulatory texts
efficiently. Currently, organizations face challenges in regulatory
compliance due to the complexity of regulations, frequent
updates, and difficulty in identifying changes that impact policies
and procedures. Existing literature provides guidance to a
certain extent on how to anticipate regulatory modifications or
ensure timely compliance. This review examines current
literature on applying machine learning (ML) and Generative Al
(GenAl) to extract, structure, and interpret regulatory content. It
surveys techniques for converting regulations into machine-
readable formats, predicting regulatory changes, and assessing
alignment with real-world modifications issued by regulatory
bodies. The findings indicate that using MRC, MRR, and Al
enables automated compliance checks, faster detection of
violations or errors, standardized compliance processes, real-
time monitoring, and automatic report generation. These
approaches can significantly enhance regulatory adherence
across industries, particularly in sectors such as finance, where
compliance is critical.
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I.  INTRODUCTION

While regulations are an essential part of modern society,
it is important to follow the process of regulatory change
management. Regulations help to protect people and the
environment, but they can be complex and difficult to
understand. The complexity of regulations makes it
challenging for businesses and individuals to comply with;
therefore, recent studies have shown a vast amount of
contribution to this field of science, as discussed in section 4.
One way of ensuring regulatory compliance is to convert the
regulations into machine-readable code (MRC) that can be
easily understood and processed by computers.

Once converted, they can be used to train Large Language
Models (LLMs) to understand and respond to them. LLMs
work with massive amounts of text data and have the
capability to understand and generate human language. On the
basis of a given input, it has the ability to predict the
likelihood of word sequences or generate new text. The larger
the dataset to train this neural network, the more accurate the
outcomes will be. It can be trained on large datasets of text,
such as laws, regulations, and other legal documents. Given
the capabilities of LLMs, an Al tool can be developed to

highlight similarities between new policies and outdated
regulations to help people understand the areas of change. The
tool could also be used to identify the entity or organization
that issued each regulation, which can help understand the
context of the regulation and its applicability to a particular
situation. This can allow the regulatory industry to check for
compliance with regulations automatically.

Developing a tool based on fine-tuned LLMs to highlight
similarities between regulations and updated policies to
identify areas of change for the issuing entity or organization
is a challenging task, but it has the potential to be a valuable
tool for businesses and individuals who need to comply with
regulations. Given that the process of regulatory change
management requires a significant amount of time because of
the complexity of the regulations, the long regulations, and the
amount of text that requires investigation to identify change
requires a significant amount of manual work and effort. A
generative Al can generate new and meaningful content,
including text, images, and audio, based on a huge amount of
training data. With that being said and noting the capabilities
of GenAl, a GenAl-based tool can make a significant impact
on regulatory change management, contributing to reducing
the time and effort needed to update the regulations and make
the process more efficient.

Regulation complexity and understanding it are a crucial
problem, as evident in the Global Financial Crisis in 2008 [1].
RegTech has since been introduced. However, RegTech alone
is insufficient to ensure that regulations are followed and
implemented correctly. Moreover, to ensure that regulations
are applied in the respective industries with full
implementation, it is important to identify all regulations and
legislation in the entities that are updated to match the
regulatory bodies.

While LLMs are being used in several different industries,
they hold an important position in making a great impact on
regulatory change management, contributing to reducing the
time it takes to update policies and identifying outdated
regulations to ensure compliance with current standards and
regulations for organizations. As mentioned above, firms must
update their policies every year, with a significant amount of
time invested in this process. An Al model to complete the
same task will help immensely, not only in highlighting
outdated sections of the regulations but also in reducing the
time and effort it takes to reflect the updates.

It is important to mention that, as the main sources, IEEE,
ACM, ScienceDirect, and SpringerLink were chosen. When
looking for primary studies, backwards snowballing was used
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to find and scan the references of articles that were relevant to
the research.

With RegTech and the emerging implications of machine
learning, such as generative Al and Machine-Readable
Regulations, in the world of legislation and legality, this study
focuses on a thorough analysis of Machine-Readable
Regulations and their application to machine learning as well
as natural language processing, with a focus on generative Al

This study is structured as follows: Section II describes
the objective and contribution of the study in this field of
regulatory change management and the significance and
potential of ML models, followed by Section III, which
focuses on the background study of regulations and
compliance and discusses the challenges in interpreting them.
It also presents different techniques that have been
implemented to convert complex regulations into machine-
readable code. Section IV describes in detail the current
implications of machine-readable codes of regulations and
their benefits and challenges industry-wise. Different
techniques for extracting Machine-Readable Regulations and
applications of machine-readable codes of regulations are
presented in Section V and Section VI. Finally, Section VII
presents the conclusion of the survey analysis, and
Section VIII discusses the challenges and future directions of
machine-readable codes of regulations, offering a guide to
researchers.

II.  OBIECTIVES AND CONTRIBUTION

Regulations are significant business processes that every
business and individual must follow to be compliant with
regulatory bodies. Regulations and legislative laws can be
difficult to understand, although they are written in human
language. Not every individual can understand the legal terms
and conditions and, therefore, might face difficulty in
following them. Again, businesses must be compliant with
regulatory bodies to ensure firms are following the changes
and updates required to protect rights and the environment and
be accountable for their actions. While it takes a significant
amount of time to understand the regulations, find duplicates
or changes in regulations and update internal policies
accordingly, firms and businesses hire many compliance and
legal experts to manage these mountains of regulatory data.
Therefore, it becomes crucial to automate this time-consuming
task. Converting the regulations and legislative laws written in
natural language into MRC to identify hidden patterns and
duplicates to highlight conflicting regulations can accelerate
digitization. ML’s influence can play a significant role in
reshaping risk and compliance management. An Al model
based on fine-tuned LLMs that can highlight and identify
hidden patterns and duplicates in conflicting regulations to
underline changes and allow businesses and individuals to be
up to date with policies can be valuable implementation in the
regulatory industry.

This study aims to identify and study existing and
emerging ML models to achieve the following objectives:

e Anticipate studying the hidden patterns between the
regulatory changes and the outdated policies where
changes must be applied.
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e Dig deep into the historical patterns to forecast/predict
future changes in regulatory compliance with the use of
ML models.

e Study the implementation of machine leamning to
correctly identify the prediction of regulatory changes
and correlate them with the actual changes applied by
the regulatory bodies.

e Investigate the correlation between the regulatory
changes and the impact on the businesses and
individuals who must be compliant with the regulations
and legislative laws.

III. BACKGROUND

A. Regulations and Compliance

Regulations are significant business processes that every
business and individual must follow to comply with regulatory
bodies. Regulations and legislative laws can be difficult to
understand, although they are written in human language. Not
every individual can understand the legal terms and conditions
and, therefore, might face difficulty in following them. Again,
businesses must be compliant with regulatory bodies to ensure
that firms are following the changes and updates required to
protect rights and the environment, and be accountable for the
actions that they perform. While it takes a significant amount
of time to understand the regulations, find duplicates or
changes in regulations, and wupdate internal policies
accordingly, firms and businesses hire many compliance and
legal experts to manage these mountains of regulatory data.
Therefore, it becomes crucial to automate this time-consuming
task. Converting regulations and legislative laws written in
natural language into MRC to identify hidden patterns and
duplicates to highlight conflicting regulations can accelerate
digitization. ML influence can play a significant role in
reshaping risk and compliance management.

Aligning with national or international regulatory bodies in
respective jurisdictions or industries is regulatory compliance.
These regulations are internal and involve processes and
procedures aimed at streamlining internal business
requirements. These regulations not only help in internal
processes but also ensure adherence to laws, regulations,
guidelines, and specifications relevant to the respective
industries. Some examples of regulatory compliance include
the Payment Card Industry Data Security Standard (PCI DSS),
the Health Insurance Portability and Accountability Act
(HIPAA), the Federal Information Security Management Act
(FISMA), the Sarbanes-Oxley Act (SOX), the EU's General
Data Protection Regulation (GDPR) and the California
Consumer Privacy Act (CCPA). As the number of rules
increases and the techniques for breaching them increase,
many new laws and regulations are developed and introduced
so that violations and fraud can be lessened. That said, firms
or businesses must also update their old and new regulations
and policies when a new law or regulation is passed. This is a
manual process that requires the regulatory change
management process to be streamlined. Regulatory change
management ensures that firms comply with the changes made
by the regulatory bodies in the regulations. This activity
includes keeping up with the regulatory content,
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understanding all the regulations that apply to them, finding
out what policies to update and how, etc. This is a complex
and time-consuming task for which financial technology
(fintech) and financial institutions (FIs) hire many
compliance/legal experts to manage mountains of regulatory
data.

Regulatory Technology (RegTech) is a technological
solution for regulatory compliance and regulations. The main
objective of RegTech is to improve regulatory processes. It
helps with preparing reports on new and old regulations. One
of the objectives of RegTech is to reduce the amount of work
completed for manual reporting and to digitize the process. In
addition, RegTech helps with risk assessment, identity
management and control, transaction monitoring, and fraud
prevention, such as money laundering. Furthermore, they
address risk assessment [2], [4]-[6]. These are some of the
activities that are conducted to ensure regulatory compliance.
RegTech aims not to change the industry in which it is
implemented but rather to ease the process of regulatory
compliance by helping large institutions with the regulatory
burden, compliance, and sudden or enormous changes in
regulations, and keeping the policies up to date. Regulations
usually operate under constant uncertainty, and it becomes
more difficult to identify what should be updated to ensure
regulatory compliance. This is where RegTech plays a role.
FinTech and FIs have started using RegTech to allow
themselves to comply with the regulations of regulatory
bodies. However, to accelerate digitization, human
involvement and interference in RegTech must be minimized,
especially in regard to managing regulatory changes.

B. Challenges in Interpreting and Complying with
Regulations

As mentioned above, a significant problem lies in regard to
regulation complexity and accurately understanding it. As
evident in the Global Financial Crisis in 2008 [1], the
complexity of regulations played a vital role in the crisis.
RegTech has since been introduced. However, RegTech alone
is insufficient to ensure that regulations are followed and
implemented correctly. Moreover, to ensure that regulations
are applied in the respective industries with full
implementation, it is important to identify all regulations and
legislation in the entities that are updated to match the
regulatory bodies.

Along with understanding the regulations, identifying the
changes being made to the regulations so that the internal
policies can be updated is highly important. This part of
managing regulatory changes allows firms to comply with the
changes made by regulatory bodies. There are several
activities related to this, including understanding the
regulatory content, identifying the changes, and determining
what internal policies must be updated. For a human, this is a
complex and time-consuming task. Firms usually hire many
compliance and legal experts to manage mountains of
regulatory data, which also becomes an expensive cost.

The number of regulatory changes taking place in
organizations is surprisingly large. According to a case study
published by iBM [2], the U.S. Code of Federal Regulations
(CFRs) contains more than 174,000 pages. It is as long as 25
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miles long if printed. The amount of regulatory change has
tripled in the last five years, the case study from iBM claims,
which was conducted in 2021. This can be a resource-
intensive task to understand the complex regulations and take
a significant amount of time to reflect on the updates. As a
rule, policies should be updated every 13 years [3], [7].
Moreover, high-risk industries such as healthcare, public
safety, and financial services are advised to update their
regulations more frequently [7], [8]. The time required to
update policies depends on multiple factors, including the
complexity of the regulations, the scope of the changes
needed, the size of the organization, and the number of
stakeholders involved. Regular review and updates of
regulations are essential to ensure compliance, effectiveness,
and alignment with the evolving needs of the business and the
external environment.

The potential risks of not updating outdated regulations are
significant and can impact various aspects of an organization.
It can lead to noncompliance with current standards and
regulations [9], [10], security vulnerabilities [11], increased
operational costs [9], a lack of clarity and consistency [11],
obsolete technology and manual workarounds.

Large Language Models (LLMs) can be used to identify
similarities between outdated regulations and highlight the
changes needed to match new regulations published by
regulatory bodies. This process involves comparing the
language and content of old and new regulations and
understanding the implications of these changes for various
stakeholders. LLMs can play a crucial role in identifying
similarities between outdated regulations and highlighting the
changes needed to match new regulations published by
regulatory bodies. This can help ensure that regulatory
compliance processes remain accurate and efficient in the face
of rapid technological advancements and changes in
regulatory landscapes.

While LLMs are used in several different industries, they
hold a prominent position in making a great impact on
regulatory change management, contributing to reducing the
time it takes to update policies and identifying outdated
regulations to ensure compliance with current standards and
regulations for organizations. As mentioned above, firms must
update their policies every year, with a significant amount of
time invested in this process. An Al tool to complete the same
task will help immensely, not only in highlighting outdated
sections of the regulations but also in reducing the time and
effort it takes to reflect the updates.

C. Machine-Readable Data

While machine learning has shown numerous applications
in several different industries, RegTech is no different.
Businesses and individuals have started using RegTech to
allow themselves to comply with the regulations of regulatory
bodies. However, to accelerate digitization, human
involvement and interference in RegTech must be minimized,
especially in regard to managing regulatory changes. It is
extremely important to comply with these regulations to speed
up the unprecedented customer traffic channeled by
businesses. To ensure due diligence, review of
customers/businesses (KYC/KYB) and be on top of AML
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regulations, businesses and individuals, especially fintech and
Fls, are required to conduct periodic checks to establish
preventive measures against cyber fraud, money laundering,
or terrorist financing activities. This is a complex and time-
consuming task for which businesses hire many
compliance/legal experts to manage mountains of regulatory
data. The influence of ML can play a significant role in
reshaping risk and compliance management to accelerate
digitization. In addition, regulations can be challenging to
understand. Converting them into MRCs and allowing LLMs
to be trained and finetuned to achieve a specific specialization
can ease the task of complying with regulations. The
significant changes in the regulations must be reflected in
internal policies for businesses and individuals to follow. It is
necessary to ensure consistent governance with regulations.

1) Machine Readable Regulations (MRR): The ability of
machines to parse legal documents is what Machine-Readable
Regulations are capable of doing. MRR allows access to legal
documents and regulations in a machine-readable format.
Usually, regulations and policies are drafted and published in
digital format, which is easily accessible for humans but not
for machines. Machines cannot access legal documents
published in digital format. Therefore, it is essential to
structure them in a correct form that is accessible to machines,
such as XML [1]. In addition, machine-accessible legal
documents predefine special delimiters identifying different
parts of the document. The term that can be used here is
Machine Readable Format (MRF) for documents accessible in
this structure, which XML offers. XML can be used to
structure any content, not only legal documents. Other
examples include the United States Legislative Markup
(USLM) used in the US only and the UN’s Akoma Ntoso
MREF, which can be considered an international MRF [1].

2) Semantic Machine-Readable Regulations (SMRR):
MRR focuses on the structure and accessibility of legal
documents, which makes the content readable to machines.
However, it is important to understand the meaning of the
content that Semantic Machine-Readable Regulations
(SMRR) allows. The main focus of SMRR is to have
semantics for the structured content to make it useful and
semantically machine-readable. This semantics produces
internal and external insights. Internal insight allows us to
understand various possible meanings of the content itself.
However, external insight explains the relationship between
the provisions of the document and its corpus. These insights
provide metadata that machines can access. X2RL and JSON
formats are examples of SMRR formats [1].

3) Machine-Executable Regulations (MER) and Machine-
Consumable Regulations (MCR): While ensuring that
machines have access to regulations is important, it is also
important to carry out functions using these metadata.
Functions include generating compliance reports, monitoring,
and updating regulations. Codifying legal documents is one of
the means of achieving the function offered by Machine-
Executable Regulations (MER) and Machine-Consumable
Regulations (MCR). The codification allows the underlying
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meaning of the regulations to be converted into a code that
machines can execute. Regulations or legislation can be
Boolean logic or conditional statements that can be executed
with one or several lines of code. MERs and MCRs are
extensions of SMRRs. Unlike SMRRs, MERs and MCRs do
not produce metadata, but they execute MCR content [1].

4) Rules as Code (Ra(C)/Legislation as Code (LaC):
MRR, SMRR, and MER/MCR are concepts and traits of Rules
as Code (RaC) [equally Legislation as Code (LaC)]. The main
difference between the previously explained concepts and
RaC is integrability. Breaking down the legal corpus into basic
legal items and encoding them into basic modules are the first
steps of RaC. These modules then accept structured input and
produce structured output. The RaC document integrates the
set of modules in a constructed document, ensuring that there
are no repetitions of legal concepts that can be possible in
MER/MCR, since they codify legal concepts only without
considering coding repetition, such that some legal items that
are common across documents are coded several times
separately [1].

D. Generative Al (GenAl)

GenAl is a type of Al that can create new content, such as
text, images, and music. It can be used to generate realistic
synthetic data, which can be used to train other Al models or
to generate new products and services. In the context of
regulatory compliance, GenAl could be used to generate
realistic synthetic datasets of regulations, which could be used
to train Al models to identify conflicting regulations and gaps
in regulations. On the basis of several types of inputs,
Generative Al (GenAl) creates new content. This content can
include text, images, sounds, animations, 3D models, etc.
GenAl uses Neural Networks (NN) to identify hidden patterns
and structures within any type of data and generate new
content. The training of GenAl is not bound to any one of the
unsupervised or semi-supervised learning approaches.
However, it can be learned and trained in any way. Therefore,
organizations can leverage GenAl’s features, as it allows them
to create foundation models because of the large amounts of
unlabeled data. Given that foundation models can be versatile,
they are Al-based systems or services whose usage is decided
in which industry it is implemented. Some examples of GenAl
include GPT-3 and Stable Diffusion [12].

There are five algorithms that provide the framework to
develop the GenAl system [13].

1) Overview of generative Al techniques

a) Autoencoders: Autoencoders are a type of neural
network that does not require training with prelabeled data
[14]. The main use of autoencoders is to compress high-
dimensional data into lower-dimensional data. This is called a
latent space. The encoder and encoder components are jointly
trained. However, because of the low feasibility of AE
designs, the change in the latent variables is not high. This is
where the Variational Autoencoder (VAE) is introduced,
allowing more constraints to be added to latent variables for
the desired distribution. While VAEs recognize problems with
low feasibility, they produce blurry outputs [13].
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b) Generative Adversarial Networks (GAN): A GAN is
a deep leaming architecture that trains two neural networks to
produce authentic data from a given training dataset [15]. The
two different networks compete with each other. One network
modifies the input data sample as much as possible to produce
new data. The other network predicts whether the generated
new data belongs to the original input data. The system
continues generating new and improved versions of data until
it is no longer related to the original input data.

c) Autoregressive  model: ~With the exceptional
capability of density estimation, Autoregressive Models
sequentially predict each variable component on the basis of
prior elements [16]. The performance is affected by the slower
processing of a high volume of data. One of the advancements
of autoregressive models is the integration of self-attention
mechanisms, especially transformer models. This allows
parallel processing and selective focus on sequence elements.

d) Diffusion and flow-based model: Differences in
operational mechanism, diffusion, and flow-based models are
quite similar and often grouped. Diffusion models add noise to
data and conduct reverse engineering for data reconstruction
[16]. It consists of forward and backward diffusion processes
where forward noise is introduced and backward diffusion
diminishes this noise. Furthermore, flow-based models
leverage normalizing flow to generate a probability
distribution between the data and the latent space. This is
particularly useful for density estimation.

e) Foundation model (FM): FMs are foundational
models that are trained on vast amounts of data and can
produce highly accurate and diverse outputs [16]. This can
range from images to texts to complex simulations. They can
generate very specific tasks on the basis of limited datasets for
improved performance. Some examples include image and
text generation, multimodal models, and reinforcement
learning models.

IV. MACHINE-READABLE CODE OF REGULATIONS (MCR)

Machine-readable code (MCR) has become a booming
field of research in which the focus is mainly centered on how
any text can be converted in such a way that it can be easily
understood, processed, and parsed by a computer. In regard to
MCRs, one area that has gained the attention of regulators is
the use of MCRs in regulations. It becomes quite difficult for
industries such as FinTech, Financial Institutes, Healthcare,
etc., to keep up with the updates and changes in regulations by
regulatory bodies and ensure that they are compliant with all
the policies and procedures. Machine leaming (ML) can help
computers process these regulations and make this tedious
task easier for the respective compliance departments of
different industries.

Machine leamning (ML) can add significant value to the
regulatory industry in regard to abiding by regulations and
ensuring that other businesses and individuals are compliant
with existing and new regulations. For example, programs
using ML algorithms are already being implemented in the
field to detect fraud and anti-money laundering activities or
monitor transactions in the financial industry [17]. The ML is
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trained such that it can read Machine Readable Code (MRC),
which has been encoded from the natural language [17].
Furthermore, converting regulations written in natural
language is one of the main activities allowing an ML to be
trained on this data to support regulatory compliance.
Researchers have suggested and offered different approaches
to convert natural language into MRC. Some of the prominent
forms of machine-readable formats for regulatory documents
are XML, JSON and X2RL. The process of converting to a
machine-readable format is important to extract the correct
meaning of the regulations, which might sometimes follow
inconsistent language. In [18], the authors introduced a new
machine-readable format and developed X2RL to enhance the
semantic representation of regulatory information. The study
shows that X2RL helps in enabling a more granular and
precise representation of regulatory documents and capturing
the underlying semantics. It also discusses how semantic
representation can aid in automated interpretation and analysis
of regulations, which is a requirement for the use of ML
algorithms for regulations. Moreover, [19] introduces a
"legislative recipe" as the idea of a structured syntax designed
to represent legislative texts in a machine-readable format.
This design includes provisions, definitions, and references
that enable precise and standardized representation of the
legislative components. It also accommodates the semantic
annotation and hierarchical nature of the regulations. In a
previous paper [20], the authors described the foundational
concept of the JSON schema and how it can be a tool for
describing and validating the structure of JSON data. It helps
specify the structure, constraints, and validation rules for
JSON documents, which leads to the validation of common
types of strings, numbers, and booleans. In [12], the authors
aims to improve the encoding of copyright legislation into
machine-executable code. To ensure accuracy in "Rules as
Code", it is important to involve legally trained individuals.
This study revealed that collaborative agreement on key legal
terms leads to better-encoded rules. However, different
interpretive choices can still occur due to complexities in
statutory interpretation and coding language functionality. The
authors suggest separating technical validation and legal
alignment processes to improve accuracy. The authors used
Defeasible Deontic Logic (DDL) and Tumip to convert
selected provisions of the Copyright Act into machine-
executable code. Furthermore, [21] discussed the inherent
complexity of regulatory texts, which are often filled with
legal jargon, ambiguities, and references to other regulations.
They emphasize the challenges this complexity poses for both
human understanding and machine automation. The authors
delve into how natural language processing (NLP) and
machine learning techniques can be employed to interpret
regulatory texts. The authors further emphasized the point that
rulemaking allows the automation of compliance, reporting,
and enforcement processes with the help of ML technologies.

The research field is booming with several different types
of approaches to achieve the goal of an efficient and faster
process of converting regulations into MRCs. While it is
challenging to convert natural language into machine-readable
code, several machine-learning algorithms or techniques have
been developed to aid in MRC. The task of converting into
MRC falls under the domain of Natural Language Processing
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(NLP) and Natural Language Understanding (NLU). Several
machine learning algorithms and techniques can be employed
for this purpose, including Recurrent Neural Networks
(RNNSs) [22], Transformer Models [23], Seq2Seq Models [24],
Graph Neural Networks (GNNs) [25], and Large Language
Models (LLMs) [26]. The authors of [22] reported that an
RNN can be used to recognize written text and convert it into
MRC. They used the fundamentals of Long Short Term
Memory (LSTM) to capture the long-range sequence of
handwritten elements to identify noise in handwritten data and
segments, and isolate it into individual characters. This study
also presents the implementation of Seq2Seq models where
the input is the sequence of handwritten texts and produces
corresponding text sequences, but with MRC as the output.
Moreover, [23] highlighted the importance of an ML
technique in understanding software code and generating
related and useful comments for specific code snippets. If an
ML technique can convert an MRC into natural language, it is
an opportunity for researchers to leverage the benefits of these
MLs and produce state-of-the-art results in natural language
understanding for the MLs. The main goal and result of the
study [23] was to use semantic parsing in the context of
programming languages and extract meaningful information
from code. The authors presented the "Setransformer"
architecture, which was specifically designed for the semantic
parsing of code. Leveraging transformer models to capture
both the structural and semantic information within the code
helps in generating code comments in human-like language.
The authors of the paper [24] presented a thorough analysis of
how the GNN can be leveraged for natural language
processing. Exploring different ways of representing natural
language, such as graphs, dependency trees, co-occurrence
graphs, and knowledge graphs, this study highlights the
advantages of using graph-based representations for capturing
semantic relationships in language. The survey covered a wide
range of NLP tasks where the GNN has been applied, such as
sentiment analysis, named entity recognition (NER), relation
extraction, question answering, knowledge graph completion,
language modelling, and semantic role labelling.

In practice, recent studies have discussed the significance
of machine learning (ML) in regulatory change management,
particularly in the context of converting regulations into
Machine Readable Code (MRC). The implementation of ML
algorithms in regulatory industries, such as fraud detection
and anti-money laundering, is highlighted. ML models are
trained to read MRCs encoded from natural language
regulations. There are various approaches for machine-
readable formats, including XML, JSON, and X2RL. The
complexity of regulatory texts, filled with legal jargon and
ambiguities, is acknowledged, and the use of natural language
processing (NLP) and machine learning techniques for
interpretation is discussed.

A. Objectives and Benefits of Adopting MRCs

1) Efficiency Improvement: The automated extraction of
key information from regulatory documents saves time and
effort for the compliance department, which is engaged in
human interpretation, to identify the meaning of the
information, diving deep into the regulations and applying
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them to the workplace. This makes the compliance process
more efficient. As mentioned in [27], a significant amount of
time is spent on understanding and identifying areas of change
in regulatory policies. Given that MRC can read and process
regulations without the involvement of a human resource, it
not only saves time but also makes it easier for humans to
interpret regulations and understand complex clauses, which
must be updated every one to three years [3], [7].

2) Accuracy enhancement: Legally trained individuals are
required to ensure the accuracy of policies and regulatory
documents. Additionally, each individual interprets the
policies in different interpretive choices, which creates
statutory interpretation and coding language functionality. The
authors [21] suggested that NLP can increase accuracy and
eliminate the complexity of understanding regulations by
converting them to MRCs. The authors further emphasized the
point that rulemaking allows the automation of compliance,
reporting, and enforcement processes with the help of ML
technologies. The MRC helps minimize the risk of human
error, ensuring that compliance activities are executed
accurately and in strict accordance with regulatory
requirements.

3) Real-time monitoring and adherence: MRC enables
monitoring of regulatory changes and allows identification of
the areas where the changes have been reflected. The objective
of this ability of MRC is to create consistency between the
policies implemented in the respective fields and ensure
adherence to the regulatory updates by the regulatory bodies.
This allows us to adapt to modifications to regulations and
maintain adherence.

4) Standardization of compliance processes: A uniform
approach is required to be compliant with various jurisdictions
and sectors in which the respective compliance department
individuals invest their resources, effort, and time. MRC
promotes the use of standardized formats and structures for
regulations, making it easier to create and understand complex
regulations.

5) Automation of reporting: With MRC, an automated
process of reporting can be introduced by offering a
standardized compliance process, identifying accurate data,
and interpreting regulations via MRC. Reporting requires a
significant amount of data analysis to abide by regulations
accurately. The MRC can ensure adherence to regulations and
policies reflecting compliance reporting.

B. Evolution of Machine-Readable Regulations (MRRs) and
Current Development [1]

Access to data, meaning that converting data in a
standardized form that computers can process, is one of the
cornerstones and requirements of MCRs. Computers with the
ability to parse legislative content and regulations are quite
challenging. Usually, regulations are written in electronic
formats, such as MS Word and PDF, which are easy for the
human eye to read but not easy for machines to process and
identify the meaning of the regulations. To address the
challenges of machines being able to access legal content, the
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MRR was formed. The readability of regulations for machines
is affected by the structure of the regulations or the legal
contents. This means that the format of the content must be in
a way that helps to discern the components so that the
identification of the components is similar to how a human
does. This structure is referred to as Machine Readable Format
(MRF), and one example of such a format is XML. It can be
used to structure any content, not only legalese or regulations.
MREF is the first of its kind that helps in transforming legal
content into a form that can be processed and parsed by
machines. This is an essential step toward RaC. While MRR
focuses on the structure of regulatory documents, SMRR
focuses on the enrichment of texts as well. The process of
SMRR includes the injection of semantics in the machine-
readable structure in the form of metadata. This is similar to
how a human interprets a document and drafts the semantics.
To further improve the process, codification has been added to
the process of parsing regulations by machines. MER and
MCR allow converting the documents into Boolean logic and
further converting it to computer code, which is called
codification. To conduct the process of codification, the text
must be structured and enriched, which is also part of the
MER and MCR. To ensure the integrability of the documents,
the document is broken into a corpus that consists of basic
rules and modules. These different modules are then converted
into machine-readable code, ensuring that the same meaning
of different modules is not repeated during the parsing
process. This process is called RaC and LaC.

C. Common Standards and Machine-Readable Formats

1) JavaScript Object Notation (JSON): The JSON schema
provides a standardized schema language for JSON
documents [20]. It allows developers to specify the structure
of JSON documents, constrain their content, and verify the
integrity of requests and responses in APIs. The JSON schema
is used for various purposes, including data validation,
document-oriented databases, automated document
generation, and schema validation tools. JSON is commonly
used as a machine-readable format since it is lightweight and
easy to parse for machines. It is ideal for transmitting data
between systems.

2) XML: XML is one of the most prominent machine-
readable formats [1], [18]. The US’s regulations, named the
United States Legislative Markup (USLM), and the
internationally recognized regulation, called the UN’s Akoma
Ntoso, are XML-based. These XML-based regulations contain
a hierarchy of tags and attributes. It helps improve the internal
structure of the legal document rather than the content. They
sufficiently lack the developed methods of connecting the
bodies of legal documents in a machine-readable way. This
helps reduce the management cost of legal documents;
however, the main goal is to minimize the economic cost of
legislation for those who must comply with the body of the
regulations.

3) eXtensible Regulatory Reporting Language (X2RL):
Authors in [18] proposed a new machine-readable format that,
along with having tags and attributes such as XML, has
additional new attributes, tags, and models designed to enrich
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the metadata of the legal document’s content. According to the
authors, X2RL helps in processing the legal content, intent,
scope, and meaning of the legislation and regulations. In
addition, it identifies the depth of the external structure of the
documents to link multiple documents together, which reduces
the economic cost and allows efficient data interchange. The
authors introduced <provision> as the basic container for any
document fragment. Strengthening the external structure of the
legislation and expanding the ontology to include new
elements to be able to describe the legal contents in detail are
two more goals X2RL achieves.

4) YAML Ain't Markup Language (YAML): YAML is also
a markup language used to provide a structure for data [28].
Like JSON, YAML stores data in a human-readable format by
providing serialization and offering text marking. YAML can
be used in place of JSON since it is now a subset of JSON.
Supporting scalar datatypes such as lists and arrays, it stores
data in a text file.

5) Resource Description Framework (RDF): RDF is
mainly used to convert data on the web in a machine-readable
format [29]. In RDF, information is represented in the form of
triples, which consist of subject-predicate-object statements.
The subject and object represent resources, whereas the
predicate indicates the relationship between them. Facilitating
data integration and interoperability, RDF is commonly used
to create linked data.

6) Web Ontology Language (OWL): Like RDF, OWL is
used for data on the web. It represents domain knowledge via
classes, properties, axioms, and instances for use in a
distributed environment [30]. Representing a semantic
representation of domain knowledge, OWL supports efficient
reasoning and expressive power. The authors of [31] proposed
a new method of generating OWL ontologies from XML data
sources to highlight how XML data can be extracted to
represent domain knowledge in OWL format.

D. MRR Use Cases

Converting legal content and regulations into machine-
readable language has made strides in the RegTech industry. It
is a transformative movement for the global regulatory
community to ease the complexity of regulations, legislation,
and policies, allowing entities to assist in complying with new
regulations and drafting or updating old legislation and
policies. RegTech can be further improved with the essence of
MRR so that machines can analyze legal content to parse the
content itself. The following are some of the use cases that are
framed by MRRs and offer improvements in the regulatory
industry.

1) Committed to regulations: MRR adaptation is effective
and can be an efficient way of ensuring that an entity is
committed to following regulations. Regulators can easily
identify if entities are misinterpreting regulations and making
erroneous decisions. MRR allows entities to refrain from
making any judgment errors. It improves the quality of
compliance. An MRR implementation helps in the use of
machine learning algorithms to study the regulations and
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determine whether they are correctly implemented and
followed within the organization.

2) Regulations updates: MRR does not merely translate
the regulations into machine-readable language but also
creates the opportunity to use machine learning algorithms to
identify the updates in regulatory bodies and how existing
regulatory policies must be updated. It helps highlight
outdated rules and update them with new implementations.
Financial institutes can prepare MRR-based handbooks and
search places where humans and machines can search for
specific rules and regulations. MRR can also help in
identifying duplicate policies within an organization and
enhancing them by removing duplicates and replacing them
with the correct format. This signifies and symbolizes the
movement of machine-analyzable legal content and the
process of generating legal documents.

3) Implementation of principle-based regulations: To
facilitate measurements of the competency of licensing
requirements for financial institutes and ensure that they meet
supervisory expectations, following regulations is important.
MRR allows the implementation of regulations to meet the
requirements of the regulatory body by aggregating relevant
documents for analysis and comparing them with what is
being followed within the organization/entity. A principle-
based regulation requires a greater level of understanding by
machines, which is needed for the compliance of financial
institutions with regulatory bodies. An extensive MRR
adaptation in the financial sector to meet licensing
requirements is a significant and effective approach.

4) Financial reporting: With the help of MRR, the
reporting process can be much more efficient and faster. Using
technology, the current reporting process can be automated to
be more accurate and consistent by standardizing the
description and identification of data, as well as digitizing
reporting instructions and generation through MRR. Reporting
is crucial in regard to abiding by regulations in the right way.
The MRR can ensure 100% adherence to regulations and
policies and reflect the same in financial statements and
compliance reporting.

V. TECHNIQUES FOR EXTRACTING MACHINE-READABLE
REGULATIONS

MRR allows machines to parse complex legislation,
regulations, and policies that humans might find difficult to
interpret. It not only converts regulations into machine-
readable formats but also offers the chance to identify areas of
change, ensuring the compliance of policies and rules that a
body is following with regulatory bodies. NLP offers
extensively utilized techniques to extract and parse regulations
from textual documents in various domains, such as legal,
compliance, governance, and policymaking. As mentioned
earlier, this practice of converting regulations into machine-
readable formats involves identifying and understanding rules,
interpreting them for machines matching the human meaning,
and allowing different sectors to follow the regulations
properly. There are multiple techniques to extract text from
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regulations so that legislation can be considered Machine-
Readable Regulations.

1) Text processing: Texts must undergo preprocessing
steps such as tokenization [31], stop word removal [32], and
stemming or lemmatization to clean and normalize the text. To
conduct NLP tasks accurately and efficiently, it is crucial to
analyze and process texts.

2) Named Entity Recognition (NER): Once the text is
preprocessed, there are multiple ways of extracting regulations
via NLP. One of them is Named Entity Recognition (NER)
[33]. It involves identifying and categorizing entities
mentioned in the text into predefined categories such as
organization names, dates, locations, and, most importantly,
regulatory entities such as laws, rules, and directives.
According to [33], NER focuses on recognizing particular
designators from texts. It requires predefined semantics such
as person, location, and organization. It not only extracts
information but also plays an essential role in applications
such as text understanding, information retrieval, automatic
text summarization, question answering, machine translation,
and knowledge base construction. There are several
techniques applied in NER, including rule-based approaches,
unsupervised learning approaches, feature-based supervised
learning approaches, and deep learning-based approaches.

3) Rule-based approaches: Rule-based approaches do not
need any annotated data. They are based on handcrafted rules
[34]. The rules are designed on the basis of domain-specific
semantics and syntactic—lexical patterns. They capture specific
patterns or formats of regulations within the text. Since this
approach focuses on a specific domain, knowledge becomes
difficult to transfer to a different domain system.

4) Topic modelling: Topic modelling is an analytical tool
used to evaluate data [34]. It focuses on the main topics or
themes of the textual contents and helps identify them. It
becomes easier to understand and extract themes of the topics
of the regulatory documents, and make it easier to determine
the meaning of each. Some of the topic modelling approaches
include Latent Dirichlet Allocation (LDA) and Non-negative
Matrix Factorization (NMF).

5) Text classification: As the name suggests, text
classification is a model trained to categorize textual
documents into different domains or types. This approach
might seem similar to topic modelling, but text classification
focuses on the broader area of the regulations, segregating
them into regulations for each sector where the regulation is
applied [35]. Examples include financial regulations,
environmental regulations, and healthcare regulations.
Supervised learning algorithms, such as Support Vector
Machines (SVMs) or deep learning architectures like
Convolutional Neural Networks (CNNs), can be utilized for
text classification.

6) Semantic analysis: Another NLP approach for
Machine-Readable Regulations is semantic analysis. It helps
in understanding the meaning and context of regulatory text
[36]. It focuses on the relationships between words and
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phrases to interpret and infer the intent and implications of

regulations.

7) Information extraction: While it becomes difficult to
extract the meaning of complex regulations, information
extraction approaches are applied to extract structured
information from unstructured regulatory text [37]. The
extraction process involves identifying key elements such as

obligations,

permissions,

prohibitions, and

conditions

mentioned in the regulations. The entire process includes
sentence segmentation, tokenization, part-of-speech tagging,

entity  reorganization,

entity disambiguation,

extraction, and event extraction.

8) Knowledge graph: While the information extraction
approach focuses on extracting a structured format of
regulations from unstructured regulations, knowledge graphs
are constructed to represent the relationship between the
structured and interconnected formats of extracted texts [38].
The extracted entities are organized in a graph-like structure
that represents the relationships and attributes of the

regulations.

relation

TABLE I. TECHNIQUES FOR EXTRACTING MACHINE-READABLE
REGULATIONS (MRR)
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Technique Purpose Methodology | Advantages Review
regulatory post-
text by | interpretati
themes. on [40].
Text Categorizes Employ Enables Requires
Classificati regulations supervised domain- labeled
on [35] into domains | learning specific datasets as
(e.g., models such | regulation they
financial, as SVM or | management | categorized
environment | deep learning | and by sector
al, (CNNs). retrieval.
healthcare).
Semantic Interprets the | Analyzes Provides Complex to
Analysis meaning and | relationships deeper implement;
[36] intent of | between understandin | dependent
regulations. words and | g of | on
phrases to | regulatory advanced
infer intent; lin guistic
implications. improves and
contextual contextual

interpretatio models
n. [41].

Information | Convert Involves Identifies Challengin
Extraction unstructured | segmentation, | obligations, g for long,
(IE) [37] regulatory tagging, permissions, | nested legal
text into | entity and clauses
structured recognition, conditions requires
data. disambiguatio | for hybrid rule-
n, relation, | compliance based and
and event | automation. | ML
extraction. methods
[42].
Knowledge | Represents Organizes Enables Building
Graphs [38] | structured entities and | reasoning, and
relationships | relationships querying, maintaining
among into and accurate
extracted interconnecte | visualization | graphs
regulatory d graph | of regulatory | requires
entities. structures. dependencie | ongoing
s. data
validation
and
ontology
design [43].

Technique Purpose Methodology | Advantages Review
Text Cleans and [ Includes Improves Requires
Processing normalizes tokenization, accuracy and | domain
[31],[32] text for NLP | stop-word efficiency of | adaptation
tasks. removal, downstream to  handle
stemming, NLP legal
and techniques. language
lemmatizatio nuances
n. [39].
Named Identifies Uses Enables Rely on
Entity and classifies | predefined extraction of | predefined
Recognition | key entities [ semantic relevant semantics.
(NER) [33] in regulatory | categories regulatory
text  (laws, | (e.g., person, | entities for
rules, organization, structured
organization | law). representatio
s, etc.). Methods n.
include rule-
based,
unsupervised,
supervised,
and deep
learning
approaches.
Rule-Based | Extracts Relies on | Effective for | Approach
Approaches | regulatory syntactic and | well- focuses on
[34] patterns lexical defined, a  specific
using patterns narrow domain;
handcrafted defined by | domains knowledge
rules and | experts. with becomes
domain- consistent difficult to
specific language. transfer to a
semantics. different
domain
system.
Topic Identifies Uses Helps May  not
Modelling hidden algorithms understand capture
[34] themes and | such as LDA | and context or
major topics | and NMF. categorize subtle legal
in regulatory large relationship

documents.

volumes of

s, requires

Table I presents a summary of the different techniques for
extracting MRRs. Mainly, these techniques form a layered
approach to converting unstructured regulatory texts into
structured, machine-readable formats. The several ways of
extracting MRRs are to prepare and identify key elements of
the text, extract patterns, categorize and organize the data, and
lastly, understand meaning, relationships, and build structured
representations. They can be grouped as foundational, such as
text processing and NER, ensuring clean, labelled data for
interpretation. Intermediate, including rule-based extraction,
topic modelling, and text classification, providing domain
organization and thematic clarity. Finally, more advanced
approaches are semantic analysis, information extraction, and
knowledge graph, extending these efforts into contextual
understanding and structured representation. They establish a
pathway for transforming unstructured regulatory texts into
interpretable, machine-actionable formats that support
automation, consistency, and scalability in compliance
management.
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VI.  APPLICATIONS OF MACHINE-READABLE CODE OF
REGULATIONS IN MACHINE LEARNING

A. Regulatory Compliance Automation

Through NLP, the extracted texts from regulations
providing a structured format of data can be analyzed and
processed by machine learning algorithms. ML can identify
patterns between historical regulatory data and the current
application of regulations to ensure that industries are
compliant with regulatory bodies. In addition, ML models can
extract relevant information from regulatory documents to
generate compliance reports automatically, reducing manual
human work and effort. ML can dynamically monitor
regulatory changes by keeping itself up to date with regulatory
bodies and identifying areas of change in the current
implementation of regulations in the respective industry.

B. Risk Assessment and Predictive Analytics

As ML has shown a proven track record of generating
predictive outcomes, the application of ML in RegTech is no
different. With the help of enough data and training, ML can
predict the future development of regulations and assess their
potential impact on businesses, providing enough time for
regulatory reform. It also allows firms to anticipate
compliance risks.

C. Legal Research and Policy Analysis

ML algorithms help summarize complex regulations and
extract key insights by analyzing regulatory data with the help
of NLP. It offers identifying trends and patterns in the legal
industry and aids legal research and policy analysis.

D. Industry-Specific Applications

While RegTech is highly used in the financial industry, its
limits do not stop there. In addition to other industries,
healthcare and manufacturing are two prominent areas where
RegTech is being implemented and has shown great results. In
addition to ML algorithms offering automated compliance
monitoring, risk assessment, and reporting in the financial
sector, ML techniques can help ensure that healthcare
industries are compliant with their industry-specific
requirements, such as HIPAA in the US. Furthermore,
ensuring adherence to safety, environmental, and quality
standards, which can be ensured by ML given its impact on
RegTech in all aspects of ensuring regulatory compliance, is
highly important for the manufacturing industry.

VII. CONCLUSION

The growing complexity of regulatory frameworks has
made compliance both essential and intensive. This study
highlights how translating regulatory texts into Machine-
Readable Regulations (MRR) can transform compliance from
a largely manual, interpretive task into a structured, data-
driven process. By enabling machines to interpret and act on
regulatory information, MRR offers clear advantages like
greater efficiency, consistency, and adaptability in managing
compliance across sectors. Beyond automation, integrating
Machine-Readable Code (MRC) with Al and knowledge-
based systems opens new possibilities for regulation
management. Tools like GenAl, ontologies, and federated
leaming illustrate how compliance can evolve toward
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predictive, privacy-conscious, and continuously improving
systems. Finally, the key insight is that regulatory compliance
can no longer rely solely on human interpretation or static
systems. The future lies in collaboration between technology
and regulatory institutions, where agile frameworks and
machine-readable models allow compliance to evolve in step
with technological and policy change.

VIII. CHALLENGES AND FUTURE DIRECTIONS

A. Data Quality and Standardization

To ensure that the ML is trained well and that the MRR
can generate the expected outcomes, it is important to train the
algorithm on complete and consistent data. In addition, a
standardized format of training to ensure regulations across
different jurisdictions and domains allows the MRR to
enhance the quality of its results, promoting the
interoperability of data. Advances in semantic technologies,
such as ontologies and knowledge graphs, can facilitate the
semantic interoperability of Machine-Readable Regulations,
enabling more precise and context-aware interpretation.

B. Privacy and Ethical Considerations

The MRR may contain sensitive and confidential
information, hindering the privacy of the data. In addition,
MRR may exhibit biases leading to unfair outcomes in
regulatory compliance decisions on the basis of the training
dataset provided to the ML algorithm. Given that the
implications of MRR are not limited to a specific industry, it
may reveal information affecting the governance framework.
Therefore, techniques must be implemented to preserve the
privacy of data by utilizing differential privacy and federated
leamning in MRR. Furthermore, ML algorithms can be
developed to indicate bias detection to ensure that fair and
ethical guidelines can be introduced in industries and
regulatory bodies to preserve the governance framework.

C. Emerging Technologies and Trends

Interdisciplinary collaboration is required so that MRRs
can keep up with the emerging changes in the world of
technology and ensure that novel regulatory approaches are
captured by them. Moreover, regulatory bodies can adopt agile
and adaptive regulatory frameworks leveraging MRRs to
enable rapid responses to technological advancements and
regulatory changes.
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