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Abstract—In recent decades, unmanned aerial vehicles 

(UAVs) have become widely utilized for many real-world 

applications, including surveillance, crowd management, and 

threat detection, providing a new perspective to recognize human 

behaviors. However, current UAV-based video datasets adopt 

categorization schemes that rely on broad and inconsistent 

categories relative to real-world aerial contexts. To address this 

knowledge gap, this study proposes a novel human activity 

categorization framework derived from a comprehensive 

systematic analysis study of ten publicly available UAV-based 

human action recognition (HAR) datasets, incorporating a 

variety of environmental situations and human behaviors. By 

reconciling inconsistent categories and finer activities, this 

taxonomy serves as a standard framework for UAV-based HAR 

research. The proposed categorization framework is validated by 

comparing it with other existing frameworks on the publicly 

benchmarked Drone-Action dataset, outperforming them by 

97% across four metrics. Our contribution aims to develop the 

foundation for further experimental validation and provide a 

guide for researchers interested in developing accurate and 

context-aware surveillance systems. 
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I. INTRODUCTION 

Unmanned aerial vehicles (UAVs), also known as drones, 
are distinguished by the lightweight integration of 
communication and sensor devices and their automation, as 
well as their power to provide wide-view coverage through 
rapid navigation across different locations. This makes them 
highly useful for a wide range of civilian and military 
applications, including reconnaissance, surveillance, scientific 
research, sports, and entertainment. UAVs have seen 
widespread use worldwide over recent years due to rapid 
technological evolution and their applicability in various 
systems. At present, the security and military sectors, rather 
than the industrial and commercial sectors, dominate the use 
of UAVs, which can be attributed to the increasing demand 
for traffic surveillance and monitoring [1-3], threat detection 
[4], search and rescue (SAR) [5], and intelligence, 
surveillance, and reconnaissance (ISR). Consequently, 
processing, interpreting, analyzing, and understanding UAV-
based images and videos has become essential and highly 
desired. 

One of the UAV exploitations that has garnered substantial 
attention is human action recognition (HAR), which is one of 
the promising fields of computer vision aimed at designing 
and building systems and methods that facilitate the automatic 
understanding, interpretation, and identification of various 
human activities in different contexts or environments 
captured in videos. HAR forms the cornerstone of a wide 
range of real-world applications, including visual surveillance 
systems, dense crowd management [6], smart healthcare, 
sports analytics [7], and the recognition of pedestrian actions 
for autonomous vehicles. UAV-based HAR visuals provide an 
unprecedented perspective for analyzing human behavior in 
various scenarios, making it a crucial topic for understanding 
and studying the human activities and behaviors that aid in 
building robust automated HAR systems suitable for UAV-
based visual challenges. 

Nowadays, several UAV-based datasets have been 
developed to capture diverse categories of human behaviors in 
real-world environments. Although these datasets have 
contributed significantly to the field, most of the recent studies 
[8-20] applied the categorization frameworks on these datasets 
that rely on full/partial single criteria of human actions and 
behaviors, resulting in broad, fine-grained, inconsistent, or 
overlapping categories. This issue may result in inaccuracies, 
as some critical human behaviors are ignored by being 
categorized inconsistently compared to their real-world 
context. For instance, in the Okutama-Action dataset [21], 
“pushing” may be categorized as someone moving a shovel's 
container forward, while the same classification is applied to 
someone forcefully pushing another person in another dataset. 
For the UAV-Human dataset [22], "walking" is fragmented 
into many categories based on the UAV's angle of view. These 
discrepancies and overlaps can confuse and impede the 
development of robust HAR-based approaches [8, 14, 23] due 
to their categorization lacking the ability to determine human 
activity levels and a reliance on human action properties, 
including kinematics, intentionality, and context dependency, 
which are essential for providing accurate and comprehensive 
categorization. Consequently, this highlights the urgent 
requirement for a systematic categorization scheme that 
reflects the subtle dissimilarities of human activities in aerial 
contexts. 

To address the aforementioned gaps, this study proposes a 
novel human activity categorization framework designed 
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specifically for UAV-based videos. The proposed 
categorization framework is based on three theoretical criteria 
of human behavioral and motion: 1) human action properties; 
2) human behavioral characteristics; and 3) human activity 
levels. This framework derives from an in-depth, 
comprehensive analysis of ten publicly available UAV-based 
HAR datasets, involving a collection of human activities and 
contexts, and examines their challenges and complexities. 
Through systematically identifying similar and distinct human 
action categories across these datasets, we propose a unified 
yet precise taxonomy that considers the detail required for 
context-aware recognition. This taxonomy aims to serve as a 
foundational framework, allowing researchers to adopt 
consistent human behavior categories and provide insights 
into how to design and develop HAR-based systems that adapt 
to UAV challenges. To the best of our knowledge, this is the 
first study to introduce an in-depth study of human activity 
categories across multiple UAV-based HAR datasets and 
propose a unified taxonomy under aerial situations. The main 
contributions of this study include the following: 

• Building a novel category for video-based human 
action recognition. 

• Presenting a systematic study of ten public UAV-based 
HAR datasets, providing insightful analysis and 
discussion of their human activities and challenges, and 
defining various taxonomies, including levels, video 
categories, label schemes, environments, and factors of 
the UAV footage. 

• Identifying a new behavior on the Okutama-Action 
dataset based on the human activity levels. 

• Developing a unified and accurate human activities 
categorization framework founded on three criteria, 
compatible with UAV scenarios. 

• Evaluating the performance of the proposed 
categorization by comparing it to the current 
categorization on the Drone-Action dataset, it 
surpasses them by a marked margin. 

The rest of the study is structured as follows: An overview 
of human action recognition, including human activity levels 
and video categories related to HAR, is provided in Section II. 
The related literature study is illustrated in Section III. A 
comprehensive study of UAV-based HAR datasets involving 
their description and classification, UAV challenges, a novel 
taxonomy derived from in-depth analysis of human activities, 
and an insightful discussion of the similar and distinct 
activities within these datasets is introduced in Section IV. 
The experiment and discussion are displayed in Section V. 
Finally, the study is concluded in Section VI. 

II. BACKGROUND OF HUMAN ACTION RECOGNITION 

Interpreting and understanding human actions are an 
urgent need and prerequisite for a wide range of reality 
applications. An awareness of hazardous human activities is 
required for surveillance system applications [18], monitoring 
the activity of falls in the elderly is mandatory for health 
monitoring systems [24], and many applications of such 
technologies are based on human behavior understanding, 

such as video retrieval, content-based video summarization, 
and human–computer interaction. Defining human behavior at 
an early stage prevents potentially serious injuries through 
prompt self-correction or immediate manual intervention [25]. 
The process of manually identifying such actions can be 
messy, expensive, and prone to mistakes. Consequently, 
automated action recognition, aka Human Action Recognition 
(HAR), has gained popularity and attention from the research 
scientific community. 

In the domains of robotics, artificial intelligence, and 
computer vision, the HAR field has long been a focus. Earlier 
approaches to understanding human actions relied on HAR 
datasets recorded by stationary cameras called ground-based 
HAR datasets [26]. In ground-based HAR datasets, human 
subjects usually appear large and in the middle of the video 
frames, and occupy most of the frame. Although these 
conditions make HAR relatively explicit and facile, this does 
not accurately simulate real-world scenarios. When human 
subjects are far from the cameras, the motion scenes typically 
occur in a small area within the video frames. 

In recent years, the research community has presented a 
new dimension for HAR where incorporating it with the 
agility, mobility, and high altitude of UAVs. UAVs have the 
capability to capture various scenes – often with large 
dimensions – from different angles and altitudes. This 
provides extensive data that enhances the performance of the 
action recognition-based model. The transition from ground-
based HAR to UAV-based HAR is not simply due to a change 
in the altitude [27, 28]; instead, it is a context conversion that 
yields new challenges to the HAR arena, including motion 
blur and change in subject sizes, among other factors. How to 
recognize, understand, and interpret human actions by 
machines is a highly sensitive and essential issue in the 
general HAR field, particularly in UAV-based HAR; 
consequently, it is necessary to recognize human behavior 
accurately and quickly. UAV-based HAR has various real-
world applications in surveillance and security, defense and 
military, sports, and search and rescue. Subsection IV-B 
provides a detailed discussion of the challenges facing the 
application of UAVs. 

A. Human Activity Levels 

Human activity refers to any gesture, action, or behavior 
performed by a human, individually or collectively, whether 
intentionally or unintentionally. It involves a wide range of 
fields and effects, from daily routine tasks and cultural, 
economic, and political practices to complex industrial 
processes. These activities can be categorized based on several 
taxonomies, such as type, purpose, and complexity. Through a 
literature review [29, 30], we identified five levels of human 
activities that rely on their complexity execution, namely 
human-gesture activity level, single-human action level, 
human-object interaction level, human-human interaction 
level, and composite human activity level, as shown in Fig. 1. 

1) Human–Gesture activity level: A gesture is a 

meaningful nonverbal communication based on the movement 

of the human body—often the arms, head, face, and hands—

that intends to convey specific emotions or ideas; it typically 
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occurs over a short period. It is considered the smallest unit of 

human activity through which more significant and complex 

activities can be created. Examples include hand movements, 

facial expressions, and nodding. 

2) Single–human (atomic) action level: An atomic action 

(AO) is a sequence of relevant gestures combined into a single 

action that a single person executes at a specific moment in 

time. It refers to behavior that begins and ends with one 

person without any participation from an object or another 

person. Examples include walking, running, and swimming, 

which are all considered single-human actions. 

3) Human–Object Interaction (HOI) level: Many 

activities are a consequence of the interaction between two 

actors, one of whom is human and the other either a human or 

an object. An action that occurs between a human and a 

physical object is termed an HOI interaction. Examples 

include reading, cooking, eating, and kicking a ball. 

4) Human–Human Interaction (HHI) level: Unlike HOIs, 

which involve understanding how humans and physical 

objects interact, human-human interactions focus on 

communication and interaction between two persons. A 

person's actions toward another determine the type of HHI 

interaction, such as handshaking, hugging, and fighting. 

5) Composite human activity level: This refers to a series 

of sequential or concurrent activities performed by humans 

that involve a combination of gesture activities, AO actions, 

and HOI interactions, along with HHI interactions that occur 

among more than one human and more than one object. In 

contrast to simple activities such as walking and sitting, 

composite activities combine these simpler activities that are 

organized and significant in which this combination forming 

more complex behaviors or tasks. Examples include group 

study, conducting meetings, and presentations. 

 

Fig. 1. Human activity levels on HAR. 

B. Video-based HAR Category 

Through the investigation and analysis of human action 
recognition video datasets, together with a review of previous 

literature [5, 8, 31-33], as shown in Fig. 2, we can sequence 
human action videos into four categories relying on their 
contents as follows: 

1) Multi-action video 

• Multiple Actions by Multiple Actors (MA-MA) over 
video. This category includes scenarios of multiple 
actors performing various activities concurrently 
within the same scene. It focuses on comprehending 
difficult scenarios, including several actors 
participating in diverse activities. It is usually used for 
crowd behavior analysis and group activity recognition 
tasks. 

• Multiple Actions by a Single Actor (MA-SA) over 
video. This involves scenarios in which a single actor 
performs multiple activities sequentially or 
simultaneously throughout time. The primary objective 
is to recognize the boundaries and types of each action 
within a continuous video sequence. Such approaches 
require identifying the beginning and ending times of 
each action in a video; as such, this category is 
commonly applied to complex action recognition tasks. 

2) Single-Action video 

• Single Action by Multiple Actors (SA-MA) over video. 
This category covers scenarios where several actors 
perform the same activity, often in a synchronized or 
coordinated manner. It focuses on identifying activities 
executed by several people working together in 
cooperation. Typically applied to the analysis of team 
sports, crowd management in public settings like 
colleges and seasonality events, and industrial systems' 
assembly line operations. 

• Single Action by Single Actor (SA-SA) over video. This 
scenario, which focuses on a single actor executing a 
single action within a video, is the most prevalent in 
human action recognition and has been extensively 
covered in previous literature. The objective of this 
category is to classify the action from the video 
sequence, which forms the core of more complex 
scenarios. 

 

Fig. 2. Video-based HAR category. 

III. LITERATURE STUDY 

With the rapid development of UAVs across various real-
world applications, including surveillance systems, crowd 
management, and search and rescue (SAR), human action 
recognition in aerial videos has garnered significant attention 
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in recent years. In contrast to ground-based footage, UAV-
based footage typically involves challenges such as changing 
object and subject sizes, partial or full occlusion, changing 
angles of view, and background dynamics, which are factors 
that greatly complicate the consistent categorization of human 
behaviors and activities. Amid these challenges, researchers 
have increasingly focused on automated human action 
recognition, which aims to identify and understand human 
behaviors, motions, and interactions with the external 
environment in an aerial context. Some previous studies have 
sought to perform one-class anomaly detection, whereas 
others rely on extremely detailed categorization for building a 
robust automated human activity recognition system. In 
contrast, others work on inconsistent or ambiguous 
categorization of the datasets. The next subsections provide 
how recent UAV-based works categorize diverse actions, from 
overlapping and inconsistent taxonomy to single-category 
taxonomy, as these data sources are often relied upon in 
human behavior categorizations. 

A. Inconsistent Category Practices 

Some studies have utilized several UAV datasets, 
including Okutama-Action [21], UAV-Human [22], NEC-
Drone [34], UAV-Gesture [35], Drone-Action [8], and UCF-
ARG [36] to recognize human activities. These works have 
categorized human activities in an inconsistent or overlapping 
manner: some group two different actions under one category, 
whereas others categorize the same action under two or more 
categories. In order to handle the Okutama-Action dataset, for 
instance, Khan et al. [8] and Yadav et al. [9] introduced a 
multi-label recognition approach focusing on many human 
activities performed by several persons simultaneously. 
Although they categorized many fundamental human activities 
appropriately, such as walking, hugging, and shaking hands, 
they nevertheless aggregated the “someone pushing a shovel's 
container” action and the “someone pushing another person” 
action under the same category termed “pushing/pulling”. 
Only one of the human action properties is employed in this 
categorization; the intentionality and level of activity were 
disregarded in favor of grouping the action according to its 
kinematics, which resulted in an inconsistency in their 
categorization. 

The NEC-Drone dataset, among others, was leveraged by 
Xian et al. [10] to analyze human behavior and categorize 
human actions into individual or group interactions. They 
considered human activities such as sitting, running, and 
drinking as individual interactions, while hugging, 
handshaking, and pushing a person were considered as group 
interactions. Nonetheless, they separated the walking activity 
into two independent categories: “walk” as an individual 
interaction, and “walk toward each other” as a group 
interaction, which led to overlapping in their categorization. 
The same issue occurs in the UAV-Human dataset used by Liu 
et al. [11], where they divided the “walking” action into four 
categories: “walk”, “walk side by side”, “walk away from 
someone”, and “walk toward someone”. Several studies [21, 
29, 30] have shown that the regular 'walking' action is 
considered an atomic action that does not interact with any 
object or human. Consequently, the human action properties 
and levels of this act are the same and unchanged whether a 

group walk (e.g., students walking to the schoolyard) or an 
individual walk (e.g., a person walking to the garden) is 
considered. The categorization of the action remains 
unchanged unless the human behavior level changes. For 
example, when walking with something, such as a crutch or a 
wheelchair, or when holding the hand of another person, the 
categorization of these situations can be considered 
independent of typical “walking”. 

Dhiman et al. [12] introduced an aerial human activity 
recognition framework that utilizes Drone-Action and UCF-
ARG datasets. Despite their accurate categorization of many 
common behaviors across datasets, their categorization 
exhibits overlaps because they classify the same activity under 
many categories. For example, the punching action is 
categorized into the “punching” category on one dataset and 
the “boxing” category on the other. Similarly, the jogging 
action is categorized into “jogging”, “jogging side”, and 
“jogging front/ back”. Azmat et al. [13] provided a UAV-
based HAR approach employing three datasets: UAV-Gesture, 
Drone-Action, and UAV-Human. All human activities 
involved in these datasets were utilized, except UAV-Human, 
from which they chose fifteen human actions. Their 
categorization also suffers from inconsistency and 
overlapping, since they combine two different actions under 
the same category, as well as dividing the same action into 
different categories. For instance, the wave two-hands action 
with the wave single-hand action are combined under the 
“waving hands” category, in which each action has different 
human action properties, where the first is a gesture to send a 
distress call for help, while the second is a gesture to say hello 
or goodbye. Furthermore, the Drone-Action and UAV-Gesture 
datasets include the same action of waving with both hands; 
however, they separate it into independent categories termed 
“wave off” and “waving hands”. 

B. Extremely Fine-Grained Category Approach 

Some research studies have considered detailed 
categorization of human activities, which focuses overly on 
the object involved in the action rather than the movement 
itself. For instance, Hu et al. [14], Uddin et al. [15], Abbas et 
al. [16], and Jin et al. [17] employed Action-Drone and UAV-
Human datasets to understand human activities in aerial 
contexts. Although their human actions categorization of the 
datasets was sufficient, it was overly precise in categorizing 
some actions. For instance, the “hitting” action was split into 
subcategories such as “hit with a stick” and “hit with a bottle”, 
despite having the same fundamental behavior, but their 
categorization relies on which object is utilized. Although this 
may at first seem accurate, in real-world practice, it may 
greatly hinder the training of robust AI-based models. By 
focusing more on the object than the action itself in classifying 
actions, the model becomes overly detail-oriented about the 
object, whereas if the model encounters a new scenario, such 
as “being hit with a hammer”, it would likely classify it 
incorrectly. Furthermore, changing the viewing angle of the 
UAV footage causes partial or full occlusions that may block 
the object's view, and the model may fail to recognize the 
hitting action if it cannot recognize the same object. 
Consequently, the model’s ability to generalize is significantly 
constrained. 
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C. Broadly (One-class) Category Approach 

To avoid issues relating to fine-grained categories, some 
research studies have adopted a one-class category method on 
the MDVD dataset [37], whereby rare and anomalous 
activities are grouped into a single category termed 
“abnormal”, while other activities are categorized as 
“normal”. For instance, Chriki et al. [18] proposed a UAV-
based one-class anomaly approach, where they categorize any 
normal behaviors (e.g., walking and talking) alongside 
suspicious behaviors (e.g., people loitering and looking inside 
a car) under the normal category. They base their approach on 
the idea that suspicious actions are inherent to human nature, 
which is characterized by curiosity and an interest in 
discovery. While Mehmood [19], merged suspicious behaviors 
and anomaly behaviors (e.g., fighting, stealing, and crashing) 
into one category termed “abnormal”. They argued instead 
that suspicious acts cannot be ignored and should be 
considered the beginning of abnormal behavior. The issue 
with their categorization was the inability of the AI-based 
model to distinguish between the severity or priority of 
anomalous behaviors; for instance, the scene of “looking at the 
car suspiciously” has the same priority as the scene of 
“physical assault”. In contrast, although Hamdi et al. [20] also 
employed a one-class method, they excluded suspicious 
actions from their categories and concentrated on normal and 
abnormal behaviors. By concentrating on combining all 
deviant behaviors into a single category, these approaches 
circumvent the problem of precisely characterizing abnormal 
behaviors. Although this method works effectively for 
uncertain real-world anomaly detection systems, it is unable to 
distinguish between abnormal actions, which leads to 
sacrificing the ability to interpret crucial scenes and hinders 
advanced systems that require responding differently to 
violent scenes compared to benign anomaly scenes. 

D. Theoretical and Methodological Gap 

This literature review shows that different frameworks 
have been utilized for human activity categorization in 
previous UAV-based HAR studies. Some frameworks fail to 
consider all properties of human action when categorizing 
actions, for instance, [8, 9] focused only on the kinematic 

property, while [10-12] disregard all properties in their 
categorization, leading to inconsistent and overlapping 
categorizations that make robust AI-based models confused 
during the learning phase. In contrast, some others [14-17] 
overlook human activity levels in their categorizations and 
depend on highlighting the details of the object involved in the 
action more than the action itself, displaying extremely fine-
grained categorizations, which often causes a failure in the 
model’s ability to generalize for unseen but similar behaviors. 
Meanwhile, the broad one-category anomaly frameworks [18-
20] relied only on human behavioral characteristics, resulting 
in the loss of fine-grained distinctions between actions and 
obscuring the critical distinction between violent and harmless 
suspicious behaviors. 

Ultimately, the challenges of these classifications 
emphasize the demand for a uniform, detailed human behavior 
categorization in the aerial context. This research aims to fill 
these gaps by proposing a novel criteria-driven unified 
taxonomy framework derived from a comprehensive 
analytical study of human behaviors across ten publicly 
available UAV datasets. This categorization framework is 
founded on three theoretical criteria: 1) human action 
properties, to unify visually distinct and behaviorally similar 
actions through kinematics, intentionality, and context 
dependency; 2) human behavioral characteristics, to determine 
normal from abnormal behaviors through persistence and 
harmfulness; 3) human activity levels, to demonstrate 
consistent categorization of actions across different social 
contexts through define gesture, individual actions, 
interactions, or collective behaviors. In contrast to previous 
frameworks that rely on a full/partial single criterion, this 
triple-criterion framework formalizes categorization by fusing 
behavioral interpretable integral criteria, correlating human 
movement theory with aerial surveillance perception, 
standardizing the distinction of categories of human behaviors, 
and providing a consistent, generalizable categorization across 
several UAV datasets. A comparative summary of several 
categorization frameworks from previous UAV-based HAR 
studies is presented in Table I. The following sections describe 
in detail the methodology used to construct this categorization 
framework to achieve robust automated UAV-based HAR. 

TABLE I. A COMPARATIVE SUMMARY OF SEVERAL CATEGORIZATION FRAMEWORKS FROM PREVIOUS UAV-BASED HAR STUDIES

Study 

Criteria of Taxonomy UAV 

dataset 

used 

Comments Human Action 

Properties 

Human Behavioral 

Characteristics 

Human Activity 

Levels 

 [8, 9] Only Kinematics × × One 
Inconsistent category - considered different actions under the same 

category 

 [10, 11] × × × One 
Inconsistent category - considered same action under the several 

categories 

 [12] × × × Two 
Inconsistent category - considered same action under the several 

categories 

 [13] × × ✓ Three 
Inconsistent category - considered different actions under the same 

category 

 [14-17] ✓ × × Two 
Fine-grained category - focused on the object more than the action 

itself 

[18-20] × ✓ × One Broadly category - sacrificing the ability to interpret crucial scenes 

Our Proposed 

Taxonomy 
✓ ✓ ✓ Ten 

Unified precise consistent category - tradeoff between fine-

grained and broad categories. 
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IV. UAV-BASED HAR DATASET: DESCRIPTION, ANALYSIS, 

AND PREPARATION 

In this section, we introduce a comprehensive study of 
UAV datasets for human action recognition. First, we provide 
a brief description of UAV datasets and discuss several 
perspectives, including human activity level, video category, 
label scheme, event contents, and environments, in 
Section IV A. Then, we highlight six challenges found across 
ten UAV datasets in Section IV B. Finally, we present a novel 
taxonomy derived from a detailed analytical study of human 
activities and insightful discussion of both similar and distinct 
activities in these ten datasets in Section IV C. 

A. UAV-Based Datasets Description 

Fifteen UAV-based datasets were found in the literature, 
most of which are available online. The description of these 
datasets is detailed in the following: 

The SAR-UAV [5] dataset contains 2000 images of 
different human actions captured by a camera drone with a 
height of 10–40 m at an outdoor place (inside and outside on a 
campus) during different times of the day. It contains different 
situations of human actions, such as one person performing a 
specific action, a group of people performing the same action, 
or a group of people performing different actions. Each image 
was annotated with a bounding box and labels. The whole 
dataset consists of two smaller datasets: a six-class actions 
dataset and a two-class actions dataset. The six-class actions 
dataset for general action recognition contained six classes of 
action: standing, walking, sitting, lying down, handshake, and 
hand-waving. The two-class actions dataset has two classes of 
actions, which are: hand-waving and others (combined with 
other actions as one class). The two-class dataset is for 
recognizing the hand-waving action, which is a special sign to 
ask for help in search and rescue (SAR), such as a person 
walking with hand-waving, sitting with hand-waving, etc. 

The Mini-Drone Video Dataset (MDVD) [37] contains 17 
human actions across 12 different scenarios with 38 videos of 
16-24 seconds that contain varying events in outdoor locations 
(car parks) captured by a drone camera at different heights and 
at different times of the day (morning and night). The videos 
are classified into three groups: normal events (people 
walking, talking with each other, riding in cars or parking 
cars), abnormal events (people fighting, stealing things from 
cars, stealing cars or parking their cars incorrectly), and 
suspicious events (where no wrongdoing occurs, but unusual 
or dubious behavior takes place e.g. a person take a photo of 
the parked cars, people talking surreptitiously). The video 
frames were annotated with box bounding and action labels. 

The Aerial Violent Individual (AVI) [4] dataset contains 
2000 images of different human actions captured by a drone 
camera with a height of 2–8 m in outdoor locations (public 
places such as parks, streets, and the roof of a house). Each 
image contains two-ten persons, for which 48% of human 
actions in the dataset include five aggressive actions such as 
strangling, stabbing with a knife, punching with a hand, 
kicking, and shooting with a gun. Each image is associated 
with a human pose as a labeled annotation. 

The VisDrone2018-VID [38] dataset contains 96 videos of 
ten object classes of interest, such as a person, car, bicycle, 
and bus, captured by different drone cameras in outdoor 
locations (streets, parks, walkways, buildings, and bridges in 
three cities in China) at different times of day. The total 
number of frames in this dataset is 33400, and is associated 
with box bounding and the object class label as a labeled 
annotation. 

The Drone-Action [39] dataset contains 240 videos with 
66919 frames of 13 human action categories including 
walking, scampering, running, punching, beating with a bottle, 
beating with a stick, kicking, stabbing, applauding, and hand 
waving captured by a drone camera with a height of 8–12 m in 
the morning in outdoor location (unpaved road in a wheat 
field). The dataset contains 10 actors, and each action category 
is repeated five to ten times. Each video was annotated with 
box bounding, action category labels, and actor ID. 

The Okutama-Action [21] dataset contains 43 videos with 
77365 frames of 12 human actions captured by a drone camera 
with a height of 10–45 m in an outdoor location (baseball 
field) at different times of the day (morning and noon). The 
dataset divides the 12 actions into three groups: human-human 
interactions (handshake and hug), human-object interactions 
(read, push/pull, call, drink, carry), and non-interactions 
(walk, run, sit, stand, lying down). The dataset contains nine 
actors, each of whom performs different actions at the same 
time (e.g., carrying while walking, calling, and handshaking 
while standing). Two UAV cameras are used to capture the 
same scenarios at the same time from different angles (top, 
left, and right) and in different regions of the same location. 
Each frame contains 0–9 actors, and each video is annotated 
with box bounding and action labels. 

The DroneSURF [40] dataset contains 200 videos with 
411451 frames of people walking and talking captured by a 
drone camera at low height in the morning at outdoor 
locations (building roofs, parks). The dataset contains 58 
actors, and each video contains a group of 2 to 3 actors. Each 
frame was annotated with a bounding box and annotated face 
images. 

The NEC-Drone [34] dataset contains 5250 videos with 
more than 460000 frames of 16 human actions captured by 
two drone cameras at an indoor place (school gym). The 
dataset contains 19 actors and divides the 16 actions into two 
groups: one-person interactions (walk, run, jump, sit, talk, 
drink, throw, carry a backpack) and two-person interactions 
(handshake, hug, push person, exchange backpack, walk 
toward each other). Each video was annotated with action 
labels. Action label annotation was provided for only 2079 
videos. 

The DroCap [41] dataset contains six videos of three 
different human activities, including boxing, walking, and 
playing soccer, captured by a UAV camera at different heights 
in an indoor location (large room). The dataset contains two 
actors, and each video contains one actor who performs an 
action without changing their location. Each video was 
annotated with the ground truth of the skeleton motion. 
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The Drone-dataset [42] dataset contains six videos of 
variant motions with a length of 10 seconds captured by a 
drone camera in the morning at an outdoor location (parks, 
groves, and campus). Each video was annotated with a motion 
object label every five frames. Each frame is associated with 
the recorded sensing data. 

The UAV-Human [22] dataset aims to develop an 
understanding of human behavior by focusing on four main 
tasks: action recognition, pose estimation, person re-
identification, and attribute recognition. It contains 22476 
videos with 119 subjects of 155 human actions for the Action 
recognition task, 22476 frames for the Pose Estimation task, 
41290 frames of 1144 identities for the person Re-
Identification task, and 22263 frames for the Attribute 
Recognition task. This dataset captured videos from 45 
different indoor/outdoor locations (farmland, squares, rivers, 
forests, campuses, gyms, and inside buildings) with different 
UAV flight attitudes (hover, descent, rotate), varying heights 
(2–8 meters), various weather conditions (windy, rainy, fog), 
and at different times of day (morning and night). In addition, 
it provides multiple data modalities, such as RGB-video, 
fisheye video, night-vision video, IR sequences, and depth 
maps. In the Action Recognition task dataset, 155 human 
actions are clustered into six events: daily events (e.g., 
wearing a mask), productive events (e.g., fishing), violent 
events (e.g., stabbing with a knife), social interaction events 
(e.g., whispering), life-saving events (e.g., calling for help), 
and Control Gestures (e.g., have command). Each video was 
annotated with a person ID, gender, clothes, and action labels, 
and captured timestamps. 

The Aerial-Gait [43] dataset contains 17 videos captured 
by a drone camera with a height of 10–45 m at an outdoor 
location (park) for the gait recognition task. This dataset has 
only one human-atomic action, namely walking, which is 
separately recorded in different situations with two actors: 1) 
moving drone towards or away from subjects; 2) walking on 
one circle with different heights; 3) walking in two circles 
with a fixed height. 

The UAV-GESTURE [35] dataset contains 119 videos of 
13 human gesture categories as follows: all clear, have 
command, hover, land, landing direction, move ahead, move 
downward, move to left, move to right, move upward, not 
clear, slow down, and wave off. These are captured by a drone 
camera at an outdoor location (unpaved road in a wheat field) 
in the morning for the gesture recognition task. The dataset 
contains 10 actors and each gesture category is repeated five–
ten times. Each video was annotated with bounding boxes, 
body joints, and gesture labels. 

The P-DESTRE [28] dataset contains 75 videos with 269 
subjects captured by a UAV camera with a height of 5.5–6.7 
m at an outdoor location (crowded campus) for detection, 
tracking, re-identification, and search for pedestrians. This 
dataset has 14 human action, as follows: walking, running, 
standing, sitting, cycling, exercising, petting, talking on the 
phone, leaving a bag, dating, trading, offending, fall, and 
fighting. Each video was annotated with a person ID and 16 
soft biometrics labels (i.e., bounding box, age, wear clothes, 
and action labels). 

The UCF-ARG [36] dataset contains 1442 videos with 12 
subjects captured by three cameras (aerial, rooftop, and 
ground cameras) with a height of 100 feet at an outdoor 
location (car park on a campus). The dataset consists of two 
small sets: a ten-class actions set and a seventeen-class actions 
set. The ten-class action set has 1440 videos with a length of 
10 seconds that contain boxing, carrying, clapping, digging, 
jogging, opening and closing trunk, running, throwing, 
walking, and waving. The seventeen-class action set has two 
videos with a length of 1 to 3 minutes that contain the 
standing, picking-up, gesturing, tennis swing, closing trunk, 
opening trunk, and jump, including the ten actions of the 
previous set. Each video was annotated with person ID and 
action labels. 

1) Discussion on the UAV-based HAR datasets: Table II 

and Table II provide a comprehensive study of the fifteen 

UAV video datasets found in the literature from many 

perspectives, as follows: 

• Dataset purpose. Datasets focus on various purposes, 
such as abnormal events detection in [4, 37], human 
action recognition [5, 21, 22, 34, 36, 39, 41], face 
recognition [40], object detection [38, 42], gait 
recognition [43], gesture recognition [35], and 
detection, tracking, re-identification and search for 
pedestrians [28]. 

• Human Activity Levels. For the human activity level, 
most datasets contain a combination of activity levels, 
such as the HOI, HHI, and AO levels [21, 28, 34, 37]; 
or the HOI and AO levels [36, 39]. On the other hand, 
another study [22] has a composite of four activity 
levels, while others only contain the AO level [43] or 
the gesture level [35]. 

• Data and event content. Most datasets are video 
datasets [21, 22, 28, 34-43], while others are image 
datasets [4, 5]. Additionally, some of these datasets 
contain normal and abnormal events [4, 21, 22, 34, 36, 
37, 39], while others contain only normal events [5, 28, 
35, 41, 43].  

• Label schemes and video categories. Datasets can 
focus on variant label schemes such as single label per 
video [22, 34-36, 39, 43] or multiple labels per video 
[5, 21, 28, 36, 37]. Additionally, some datasets contain 
MA-MA videos [4, 21, 36, 37], some contain MA-SA 
videos [34, 37], some contain SA-SA videos [22, 34, 
35, 36, 39, 41, 43], and others contain SA-MA videos 
[5, 28]. 

• UAV Challenges. Many datasets [4, 5, 21, 22, 28, 34-
40, 43] consider challenges such as scale variability, 
motion blur, UAV perspectives, various illuminations, 
and full/partial occlusions. 

• Environment. All datasets considered were recorded in 
an outdoor environment, except datasets [34, 41], 
which were recorded in an indoor environment. Dataset 
[22] was recorded in both environments. Furthermore, 
most datasets were recorded in one place [21, 28, 34-
37, 39, 41, 43], whereas others were recorded in two to 
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five different places [4, 5, 38, 40, 42] except [22] was 
captured in 45 different places.  

• Climate conditions and UAV Attributes. All these 
datasets were recorded under one climate except 
datasets [21, 22, 42], which were recorded under 
different weather conditions, including sunny, cloudy, 
windy, and rainy conditions. Almost all datasets were 
captured via varied UAV attitudes except [35], which 
was captured at a fixed attitude. The UAV speed was 
varied in some datasets [21, 22, 36, 37] and fixed in 
others [5, 35, 39, 41, 43]. For UAV altitude, all these 
datasets were recorded under varied altitudes except 
[41], which was obtained at a fixed altitude. 

Furthermore, all studied datasets are available online 
except for datasets [4, 41, 42]. Datasets [4, 38, 40-42] are 
excluded because some of them [38, 40] lack any recorded 
activities or events, whereas others [4, 41, 42] are unavailable 
online. Consequently, ten of the fifteen UAV-based HAR 
datasets—SAR-UAV [5], MDVD [37], Drone-Action [39], 
Okutama-Action [21], NEC-DRONE [34], UAV-Human [22], 
Aerial-Gait [43], UAV-GESTURE [35], P-DESTRE [28], and 
UCF-ARG [36]—are available to the research community and 
contain normal or abnormal events; this study continues using 
only these datasets. 

B. UAV-Based Video Challenges 

Through a comprehensive study of the nature of videos in 
the UAV-based datasets, as shown in Table II and Table III, 
we found two important compounds related to the 
circumstances recorded in the video, which form and define 
the UAV-based challenge types. The first compound is the 
real-world environment captured on video, such as the number 
of recorded sites, whether they are indoor or outdoor 
locations, and the nature of the location observed. This plays a 
fundamental role in shaping the challenges related to the video 
backgrounds. The second compound includes factors related 
to weather conditions and UAV attributes such as attitudes, 
altitudes, and speed. These components constitute challenges 
related to resolution and clarity. For instance, a UAV camera's 
speed influences image resolution, resulting in blurry motion. 
Different UAV altitudes and UAV attitudes, such as hovering 
and rotating, impact the subject's size, occlusions, 
illumination, and the vision's view, as well as weather 
conditions changing from windy to sunny and cloudy. UAV-
based video challenges represent an obstacle to understanding 
and analyzing videos for different computer vision tasks, such 
as video summarization and action recognition. After the 
study had been completed using these two compounds, six 
UAV challenges were classified in the ten datasets, as shown 
in Fig. 3 and Fig. 4. 

1) Scale variability: UAV cameras capturing videos at 

vastly different altitudes, leading to various sizes of objects 

and subjects within the same scene. 

2) Low resolution/blurry: These two factors cause loss of 

information in videos, particularly when using a high altitude 

of UAV flight or depth of field (DoF) of UAV cameras. When 

the UAV flies at an altitude above 40 m, subject sizes will 

appear very small, causing low video resolution. Using a 

Shallow/Deep DoF on UAV cameras can cause subjects to 

appear unclear and blurry when the subjects are shown outside 

the range of the DoF. 

3) Motion blur: Sometimes, UAV cameras suffer from 

being unstable natural cameras; this is primarily caused by the 

high speed of flight factor, or by climatic factors such as 

rainfall or strong winds, which lead to motion blur in videos. 

On the other hand, the sudden and rapid movement of the 

subjects in the video can also cause motion blur. 

4) Fully/Partial occlusions: The UAV camera has a factor 

distinguished by its wide coverage of the environment from a 

multi-view aspect, which leads to the appearance of multiple 

objects along with multiple subjects at the same time in the 

same scene. This factor sometimes leads to the obscuration or 

blockage of a subject’s body appearing in the scene. This is 

the most significant challenge facing UAV applications. 

5) Various illuminations: Because the conditions of the 

outdoor environments change (due to changes in weather or 

climate), subjects in the scenes can be influenced by various 

lighting, typically containing large shadowed areas of other 

objects in the same scene, such as buildings, cars, trees. 

6) UAV perspectives: UAV cameras have features capable 

of changing the angle of the camera to observe the subject in 

its current location. However, when the Gimbal pitch indicator 

of the UAV camera is close to 90 degrees, the long axis of 

subjects approximately parallel to the UAV camera axis can 

cause top viewing of subject heads. Consequently, subjects 

within the scene appear as points for which biometric 

information is almost non-existent. 

 

Fig. 3. UAV-based video challenges. 

 

Fig. 4. Challenges on ten UAV datasets. 
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TABLE II. POPULAR UAV-BASED DATASETS USED IN PREVIOUS STUDIES WITH SPECIFICATIONS AND CLASSIFICATIONS 
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TABLE III. POPULAR UAV-BASED DATASETS USED IN PREVIOUS STUDIES WITH SPECIFICATIONS AND CLASSIFICATIONS (CONT.) 
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1The earlier description in this section mentioned only 12 activities; subsection IV-C provides additional activity that relies on further analysis.

C. Human Activities Taxonomy on Ten UAV Datasets 

In this section, we present a novel unified categorization 
that relies on a comprehensive study of human activities on ten 
UAV datasets, which is then divided into three phases. We 
provide a review and analysis of human activities on UAV 
datasets, including distinguishing between normal and 
abnormal behaviors, and determining common and distinct 
activities in the first phase. The second phase involves 
grouping the common human activities determined in the first 
phase under major categories and classifying them according 
to human activity level. We highlight distinct human activities 
exclusive to abnormal behavior in particular UAV datasets, in 
the final phase. The next subsection provides details on the 
criteria at the foundation of our unified categorization. 

1) Criteria-based taxonomy: Our proposed taxonomy is 

established using three essential criterion sets for human 

activities from a computer vision perspective: human action 

properties, human behavioral characteristics, and human 

activity levels (see Section II A). Each set focuses on a certain 

aspect of how people perform actions and how these actions 

are considered normal or abnormal conduct. These criteria are 

inspired by recent research in human activity recognition and 

abnormal event detection [44-50], which highlights the 

importance of movement patterns, activity levels, and 

situational context in distinguishing one action from another. 

Together, these criteria allow for systematically unifying or 

separating human activities throughout the datasets. 

a) Human action properties: Numerous studies have 

demonstrated that the properties of human actions, such as 
kinematics, intentionality, and context dependency, can be 
robust indicators of action category rather than a focus on 
superficial differences, such as the type of object used in the 
action [45, 46, 50]. Motivated by this, our taxonomy relies 

primarily on this criterion set to discover similar or distinct 
actions, when deciding which actions should be combined into 
a single category, or which should be independent and 

separate entry.  

• Kinematics, the motion pattern or physical standard for 
human body movement, includes speed, angles, and 
repetitive cycles. For instance, the actions of “push” 
and “punch” appear to be almost the same as the arm 
thrust movement from a UAV's top-down view, i.e., 
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they appear to be two similar kinematics. 
Consequently, they can be unified under a broader 
category, such as “fighting”. Contrarily, if a new action 
has a completely different kinematic signature, e.g., 
“hitting with a stick”, it remains in a distinct category. 

• Intentionality, where the purpose or goal behind the 
actions varies. For instance, similar motions can have 
different intents, such as a “hug” versus a “strangle”. In 
UAV footage of both “strangling” and “hugging”, a 
person's arms are wrapped around another person's 
upper body from behind. However, the intent of the 
action differs: the former aims to harm, whereas the 
latter is meant to comfort and show affection. 
Therefore, these two actions are classified into separate 
categories due to their distinct intents. In contrast, there 
are various motions with similar intent, such as a 
“bow” versus a “handshake”. Although the two actions 
exhibit different body movements, i.e., a slight forward 
bow compared to extending the arms to clasp hands, 
they share the same purpose: to greet the person 
opposite them. Thus, these two actions can be unified 
under one category, which is “greeting”. 

• Context Dependency, such that human actions change 
their meaning depending on the location, the 
surrounding environment, or the situational context. 
For instance, a punching action in a wrestling ring 
would be considered normal in boxing as a popular 
sport, whereas punching in a public place would be 
considered violence. This demonstrates that context 
often radically changes the accuracy of the 
classification. 

b) Human behavioral characteristics: Although the 
properties of human actions guide the unification of similar 
motion patterns, the characteristics of behavioral dimensions 
determine which actions are considered normal or anomalous. 
Based on experiences from studies on the detection and 
recognition of abnormal events [47-49], two primary criteria 

of human behavioral characteristics—persistence and 

harmfulness—are used to define abnormal human activities. 

• Persistence, the duration of human behavior can vary 
significantly, and is often characterized by repetition 
and continuity. Normal behavior is defined by its 
frequency and continuity (e.g., daily routine activities), 
whereas abnormal behavior is characterized by its 
rarity, suddenness, and intermittency. 

• Harmfulness, the extent to which the act threatens or 
harms the person or himself. For instance, activities 
involving aggressive, assaultive, offensive, criminal, or 
out-of-control conduct, such as falling, are identified as 
abnormal behaviors, while other behaviors are 
identified as normal. 

2) Phase 1: Human activities review and analysis: 

Through study and examination of the ten UAV datasets 

outlined in Section IV-A, we observed that several human 

activities are similar among multiple datasets or distinct to a 

specific dataset. As mentioned in the previous section, our 

taxonomy concluded that similar and distinct human activities 

are based on commonalities in the properties and levels of 

human actions. In addition, this approach considers only 

activities in the context of a public place in the ten UAV 

datasets, ignoring any activities that have the same action but 

for a different context, such as a sports context. For example, 

boxing is a well-known sport with normal behavior in a 

specific context; however, since the context of these datasets is 

a public place, boxing activities are considered violent and 

harmful. 
In Appendix A, Table III and Table IV shows an in-depth 

analysis of the human activities in ten UAV datasets that show 
normal behaviors, abnormal behaviors of whole activities, and 
common activities found across multiple datasets, in addition 
to the video counts and action counts for each action, and the 
list of actions that occur in each scenario. For example, using 
the MDVD dataset, the attack scenario contains a person who 
pushes the driver outside the car and steals the vehicle; this 
scenario features attacking, running, and stealing activities. 
The following observations and suggestions were made: 

MDVD dataset: after checking the annotation of the 
videos, we found that some of these actions needed to be 
modified in the annotation. For example, the crash scenario 
includes walking, cycling, running, and picking-up actions, but 
there is no crashing action; we used OpenCV to obtain the 
start and end frames of this action and add them to the 
annotated data. According to [18, 51], it is recommended to 
classify suspicious events as normal events because they are 
considered part of human nature. In the original dataset, 
looking inside the car and taking a photo of the car are 
classified as suspicious; however, it is stated that these 
behaviors result from human curiosity, exploration, and 
wandering. Consequently, we consider these suspicious 
scenarios to in fact be normal behavior. We found that twelve 
activities in twelve scenarios can be classified as normal 
behaviors, such as walking, running, picking up, talking, 
standing, loitering, and bad parking. Furthermore, five 
activities in seven scenarios can be classified as abnormal 
behaviors, such as attacking, stealing, falling, fighting, and 
crashing. 

Drone-Action dataset: we identified eight activities that 
can be classified as normal behaviors, such as clapping, 
jogging, running, walking, and hand waving. Furthermore, 
five activities can be classified as abnormal behaviors, such as 
boxing, hitting with a bottle, hitting with a stick, kicking, and 
stabbing. 

Okutama-Action dataset: after thoroughly investigating 
human actions, we identified a new action that can be 
classified under the HHI level. All pushing/pulling actions in 
the dataset were classified under the HOI level. Upon 
reviewing the annotations in tandem with their corresponding 
videos, we found that the two types of activities on this action 
can be classified based on different human activity levels and 
human behavior properties. The first shows a person pushing 
and pulling with a shovel's container, which is normal 
behavior and can be classified under the HOI level, as 
mentioned in previous studies. The second action was 
discovered shows two persons pushing each other, which is 
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abnormal behavior that can be classified under the HHI level, 
as shown in Fig. 5. Utilizing the OpenCV package, we 
identified the start and end frames of this action and integrated 
them into the annotations accordingly. Therefore, currently, 
there are thirteen human actions in this dataset instead of 
twelve. We classified twelve activities as normal behaviors: 
handshaking, hugging, reading, drinking, pushing/pulling 
(HOI), carrying, calling, running, walking, lying, sitting, and 
standing. One activity can be classified as abnormal behavior, 
namely pushing/pulling (HHI). 

 

Fig. 5. Samples of HHI pushing/pulling on the Okutama -Action dataset. 

NEC-Drone dataset: we identified fifteen activities that can 
be classified as normal behaviors, such as walking, running, 
jumping, picking up a backpack, and going and leaving a 
backpack and going, among others. Furthermore, one activity 
can be classified as abnormal behavior, namely, pushing a 
person. 

UAV Human dataset: we identified 136 activities that can 
be classified as normal behaviors, such as drinking, eating 
snacks, writing, and applauding, among others. Furthermore, 
nineteen activities can be classified as abnormal behavior, 
such as punching someone, pushing someone, and stealing 
something from another’s pocket. We observed that some 
activities did not simulate the real-world situation, such as the 
“rob something from someone” action, which is more akin to 
taking something in a friendly manner rather than robbing, and 
the “kick something” action, which is more akin to kicking 
nothing or kicking a box. The “take a phone for someone” 
action is similar to taking a photo for someone, and the “slap 
someone on the back” action is similar to warning someone 
about something they dropped, although it should be 
considered more of a warning than an aggressive strike, which 
can probably be normal behavior. The “chase someone” action 
appears as a friendly pursuit, which is similar to playing rather 
than a real chase that suggests danger or harm to the other 
person. 

Aerial Gait dataset, one action, walking, can be classified 
as normal behavior. 

UAV-GESTURE dataset, the whole activities of the 
Gesture Signal were classified as normal behaviors, such as all 
clear, hover, and move ahead, among others. 

P-DESTRE dataset, after examining the videos, only four 
out of fourteen actions have a corresponding video. These four 
activities are classified as normal behavior: walking, standing, 
sitting, and talking over the phone. 

UCF-ARG dataset, we identified sixteen activities that can 
be classified as normal behaviors, such as throwing, standing, 

and walking, among others. Furthermore, one activity can be 
classified as abnormal behavior, namely boxing. We observe 
that actions are considered to be human-atomic actions (AOs), 
where the person throws nothing, meaning there is no object in 
their hands. 

SAR-UAV dataset, we identified 122 photos of the 
Okutama-Action dataset out of 2000 photos in this dataset. To 
avoid duplicating the samples in this study, we removed these 
photos from the dataset and retained the 1880 photos created 
by the authors. We identified five activities that were 
classified as normal behaviors: standing, walking, running, 
handshake, and hand-waving. Data are provided as individual 
frames rather than sequences of frames. Therefore, we aimed 
to cluster similar frames to convert them into consistent 
videos. To achieve this, we utilized the pre-trained VGG16 
model to extract deep features from the frames. Subsequently, 
we calculated the cosine similarity among these extracted 
features. Finally, the frames were clustered into five distinct 
groups based on their cosine similarity using an unsupervised 
learning technique called the agglomerative clustering 
algorithm. 

3) Phase 2: Unification of common human activities: 

Following the first phase, 147 similar human activities out of 

266 human activities were identified across the ten datasets. 

Among these 147 activities, we classified 31 as abnormal 

behavior based on their nature, and the remaining 116 as 

routine activities. The unification of the common human 

activities associated with their human activity level under the 

precise categories for each dataset is provided in Appendix A 

[see Table V and Table VI]. Fig. 6 reflects Tables VII and 

VIII, which highlight the human activity level for each action. 

The unified, precise categories of the common human 

activities found were introduced as follows: 

a) Abnormal in the unified precise category 

• Fighting depicts scenarios involving a physical 
confrontation, such as scuffles and affrays, including 
dragging, pushing, punching, and kicking. Sixteen 
similar activities were identified in the MDVD, Drone-
Action, Okutama-Action, NEC-Drone, UAV-Human, 
and UCF-ARG datasets. This category falls under the 
AO, HHI, and Composite (HHI+HOI) levels, where 
these activities have the same human action properties 
with different human activity levels. 

• Robbery depicts scenarios of theft and pickpocketing. 
Four similar activities were identified in the MDVD 
and UAV-Human datasets. This category falls under 
the HOI and Composite (HHI+HOI) levels, where 
these activities have the same human action properties 
with different human activity levels. 

• Vehicle Theft depicts scenarios such as stealing a car 
by attempting to pick a locked door or opening it 
aggressively or stealthily. This category falls under the 
HOI level. Three similar activities were identified in 
the MDVD and UAV-Human datasets. 

• Assault depicts scenarios involving physical violence 
with sharp objects, perhaps under threat, such as hitting 
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with a bottle, stabbing with a knife, and threatening 
with a gun. Eight similar activities were identified in 
the Drone-Action and UAV-Human datasets. This 
category falls under the HOI and Composite 
(HHI+HOI) levels, where these activities have the 
same human action properties with different human 
activity levels. 

b) Normal in the unified precise category  

• Walking is a form of body movement that includes 
alternating movement between the legs, including 
movement forward, backward, and sideways. This 
category falls under the AO level. Twenty-one similar 
activities were identified in nine datasets, with the 
exception of the UAV-GESTURE dataset. 

• Clapping is a simple physical activity that results from 
hitting the palms of the hands together at different 
rhythms. This category falls under the AO level. Three 
similar activities were identified in the Drone-Action, 
UAV-Human, and UCF-ARG datasets. 

• Digging is an activity that utilizes machines or 
equipment to remove soil to create a hole. This 
category falls under the HOI level. Two similar 
activities were identified in the UAV-Human and UCF-
ARG datasets. 

• Drinking is an important biological activity in which 
fluids in objects are consumed through the mouth. This 
category falls under the HOI level. Four similar 
activities were identified in the Okutama-Action, NEC-
Drone, and UAV-Human datasets. 

• Sitting is an activity for body rest, where the buttocks 
and thighs are placed on a chair, the floor, or a surface. 
This category falls under the HOI level. Four similar 
activities were identified in the Okutama-Action, NEC-
Drone, UAV-Human, and UCF-ARG datasets. 

• Handshaking is an act performed by two people to 
greet each other or agree on something. This category 
falls under the HHI level. Four similar activities were 
identified in the Okutama-Action, NEC-Drone, UAV-
Human, and SAR-Drone datasets. 

• Standing is the act of keeping the body in a straight 
position on the feet, relying on the legs. This category 
falls under the AO level. Nine similar activities were 
identified in the MDVD, Okutama-Action, NEC-
Drone, UAV-Human, P-DESTRE, UCF-ARG, and 
SAR-Drone datasets. 

• Reading is a process that depends on the human eye to 
understand what is written, whether it is on a piece of 
paper, a book, a tablet, or even a mobile phone. This 
category falls under the HOI level. Two similar 
activities were identified in the Okutama-Action and 
UAV-Human datasets. 

• Running is an aerobic activity in which the body is 
pushed forward by the feet in a continuous movement 
and at different speeds. This category falls under the 
AO level. Eleven similar activities were identified in 

the MDVD, Drone-Action, Okutama-Action, NEC-
Drone, UAV-Human, UCF-ARG, and SAR-Drone 
datasets. 

• Jumping is a movement in which the body is pushed 
off the ground using the power of the legs and feet. 
This category falls under the AO level. Four similar 
activities were identified in the NEC-Drone, UAV-
Human, and UCF-ARG datasets. 

• Talking is a spoken communication act carried out 
between two or more persons, either directly or 
indirectly, sometimes using tools such as a mobile 
phone. Eight similar activities were identified in the 
MDVD, Okutama-Action, NEC-Drone, UAV-Human, 
and P-DESTRE datasets. This category falls under the 
HHI and HOI levels, where these activities have the 
same human action properties with different human 
activity levels. 

• Throwing is a physical activity in which a body of 
water is propelled through the air by the power of 
movement of the arm, wrist, and hand. Six similar 
activities were identified in the NEC-Drone, UAV-
Human, and UCF-ARG datasets. This category falls 
under the AO and HOI levels, where these activities 
have the same human action properties with different 
human activity levels. 

• Carrying is a physical effort in which an object is 
transported from one place to another by human body 
parts, including the hands, shoulders, and head. This 
category falls under the HOI level. Three similar 
activities were identified in the Okutama-Action, UAV-
Human, and UCF-ARG datasets. 

• Hugging is an activity in which two or more people 
cuddle each other by wrapping their arms around each 
other. This category falls under the HHI level. Three 
similar activities were identified in the Okutama-
Action, NEC-Drone, and UAV Human datasets. 

• Pick-Up is a physical activity in which something is 
taken, collected, or lifted using the hands. This 
category falls under the HOI level. Six similar activities 
were identified in the MDVD, NEC-Drone, UAV 
Human, and UCF-ARG datasets. 

• Exchange Something is an act between two persons in 
which an object is given and another is received in 
return. This category falls under the Composite 
(HHI+HOI) level. Three similar activities were 
identified in the NEC-Drone and UAV Human 
datasets. 

• Gesture Signals are a form of non-verbal 
communication in which human body parts (e.g., the 
arm) are used to inform a specific signal or command, 
such as all clear, have command, land, hover, etc. This 
category falls under the Gesture level. Sixteen similar 
activities were identified in the Drone-Action and UAV 
Human, UAV-GESTURE, UCF-ARG, and SAR-Drone 
datasets. 
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4) Phase 3: Distinct abnormal human activities: 

Following the first phase, five distinct human activities were 

determined on the MDVD and UAV-Human datasets. Distinct 

abnormal human activities and their associated human activity 

levels are provided in Appendix A, Table IX. They are as 

follows: 

• Stagger and Fall are similar activities, where the 
stagger is the beginning of the fall event. This is a part 
of the fall event, but not the entire event; for this 
reason, we decided not to include it in the same 
category. 

• Crashing and bumping into someone are similar 
activities, but both have only one intentionality, i.e., 
two people walk in opposite directions and eventually 
collide. However, they differ in human activity levels 
and other human activity properties, such as kinematics 
and context dependency. The first activity involves a 
person riding a bicycle and another person walking, 
whereas the second activity involves two people 
walking. As a result, they cannot be classified in the 
same category. 

• Chest Discomfort is a reaction in which a person raises 
their hand to the chest area in response to a sensation of 
pain, tightness, or discomfort. It is classified as an 
abnormal behavior since it is perhaps dangerous and 
requires urgent medical intervention. 

V. EXPERIMENT AND DISCUSSION 

In this section, we conduct a comparative experiment 
utilizing a baseline HAR model on both the proposed unified 
precise taxonomy and other existing taxonomies applied to the 
benchmark Drone-Action dataset, representing a quantitative 
evaluation and validation. 

A. Experimental Setup 

In this experiment, we used Drone-Action dataset, one of 
the ten UAV datasets employed within the proposed unified 
taxonomy framework. The ImageNet pretrained MViTv2 
model [52], a famous vision transformer used for action 
recognition and video understanding tasks, was trained on two 
categorization frameworks under the same training settings. 
The categorization frameworks involved on the experiment 
include the original fine-grained categorization found in the 
literature [14-17] and the proposed unified precise 
categorization framework, as described in Table IV. The 
MViTv2 model was trained for 22 epochs using a batch size of 
2 and a learning rate of 1e-4, with a split ratio of 70% for the 
training set and 30% for the testing set. The input videos of the 
dataset were resized to 224×224 resolutions. The experiment 
was executed using PyTorch 2.5 with CUDA 12.4 on a device 
provided with an AMD EPYC 7402 CPU, 24 cores / 48 
threads, 2.8 GHz base, a NVIDIA GeForce RTX 3090 GPU, 
and 24.4 GB HBM2. The performance evaluation metrics used 
included accuracy, precision, recall, and F1-score measures. 

TABLE IV. THE CATEGORIZATION FRAMEWORKS SPECIFICATION 

Dataset # Videos Categorization Framework # Categories Action Categories List 

Action-Drone 240 

Original Fine-Grained Taxonomy [14-

17] 
13 

Boxing, Clapping, H itting with  

bottle, Hitting with st ick, Jogging 

front back, Jogging side, Kicking, 

Running front back, Running side, 

Stabbing, Walking front back, 

Walking side, and Waving hands. 

Proposed Unified Precise Taxonomy 

(our) 
6 

Fighting, Assault, Walking, 

Clapping, Running, and Hand 

Waving 

B. Quantitative Evaluation and Validation 

We compare the proposed unified precise taxonomy with 
the existing taxonomy (fine-grained category) on the Drone-
Action dataset, using the same HAR model and training 
settings to ensure a fair comparison. The results are displayed 
in Table V. The fine-grained category framework relies on the 
object's type (e.g., bottle, stick, knife) or the drone's angle 
(e.g., side view, back-forward view). Despite the categories' 
similar action properties and activity levels, separating them 
into individual categories regarding different object types or 
angles of view hinders the HAR model training. 
Consequently, as shown in Table V, the HAR model with a 
fine-grained category framework achieves 78% accuracy and 
F1-score, significantly constraining the model’s ability to 
generalize. In comparison, the proposed unified precise 
taxonomy increases recognition accurate by 18.8% and 
enhances the F-1 score by 19.4%, resulting in improved HAR 
model ability to understand motion patterns. This may be 
attributed to the proposed taxonomy relies on three criteria of 
human action theory and behavioral, resulting in a consistent 

and balanced category and decreasing confusion among 
similar human actions. This allows the model to learn the 
features of human activity patterns, regardless of the shooting 
angle, object type, or surrounding environment, making it 
effective and stable for recognizing unseen similar actions. 

TABLE V. COMPARISON OF ORIGINAL FINE-GRAINED AND PROPOSED 

UNIFIED PRECISE TAXONOMIES ON THE DRONE-ACTION DATASET 

Categorization 

Framework 

Metrics 

Accuracy Precision Recall F1-score 

Original Fine-Grained 

Taxonomy [14-17] 

0.7859 0.8109 0.7859 0.7794 

Proposed Unified 

Precise Taxonomy (our) 
0.9739 0.9742 0.9739 0.9740 

VI. CONCLUSION 

This research has proposed a novel unified yet precise 
systematic taxonomy for UAV-based HAR derived from a 
comprehensive study of ten publicly available aerial datasets, 
which addresses the issues of fine-grained and inconsistent 
categorization across multiple UAV-based datasets. To the 
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best of our knowledge, this study is the first of its kind, 
providing a detailed and comprehensive analysis of human 
actions present in UAV datasets. The following advancements 
were made: 1) we explored the available UAV datasets and 
provided a detailed comparison based on the content of human 
actions present in their videos; 2) we identified the challenges 
of UAV datasets encountered in HAR; and 3) we built a novel 
category for video-based human action recognition. By basing 
the proposed taxonomy on three criteria relating to human 
actions and behaviors, we show how object-centric categories 
can be unified into precise and broader categories oriented 
toward behavior, intentionality, and levels, while preserving 
explicitly distinct anomalous actions for surveillance security-
focused recognition.  

The proposed taxonomy consists of a three-phase 
framework that: 1) starts by reviewing and analyzing actions 
across UAV-based datasets, 2) standardizes activities based on 
similar characteristics across the three criteria, and 
3) separates a set of distinct anomalous actions to ensure that 
critical events are not overlooked. The unified taxonomy 
includes 152 human activities, providing a compromise that 
captures basic movement patterns while simultaneously 
determining critical threats (both normal and abnormal). For 
evaluation and validation of the performance, we compare the 
proposed taxonomy with the existing taxonomy on the Drone-
Action dataset. The experiment results reveal that the 
proposed taxonomy outperforms others by a margin of 19.4% 
in F1-score, indicating that the proposed taxonomy provides 
balanced, consistent, and generalized categorization. Despite 
the proposed taxonomy having several benefits, it faced some 
limitations: 1) It ignores the distinction between the object 
types involved in human actions in their categorization, which 
reduces the accuracy of identifying evidence details in 
forensic and criminal applications. 2) The current evaluation 
and validation are limited to one dataset and model. In future 
work, we plan to expand the evaluation to include many 
datasets and several famous HAR models. 

In the future, we envision this taxonomy as fundamental to 
more consistent dataset organization and real-time UAV 
surveillance applications. By reducing the fragmentation of 
categorization, researchers can train deeper or more flexible 
models on the amassed data, improving the performance of 
human action recognition and detection in aerial footage. 
Ultimately, we believe the proposed taxonomy both simplifies 
the overall classification and enhances the potential to provide 
robust and interpretable solutions for drone-based human 
action recognition. 
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APPENDIX A 

 

Fig. 6. Unified precise categorization of common human activities on ten UAV datasets. 

TABLE VI. HUMAN ACTIVITIES ANALYSIS OF THE UAV DATASETS 

UAV  

Dataset 

No. of 

actions 

No. of 

videos 
Normal Behavior Abnormal Behavior Common Activities 

MDVD 12 

scenarios 

(17 

actions) 

38 badparking(4; badparking, 

walking), broken(2; 

broken),normal(10; 

walking, talking, standing, 

normal), reserving(2;  

walking, loitering, 

reserving), susp icious(6;  

suspicious, loitering, 

talking, walking), 

attack(1; running), 

falling(1; walking),  

fighting(1; talking),  

crash(2, walking, cycling, 

running, pick ing_up),  

stealingcar(3; loitering),  

stealinginside(1; running, 

walking), 

stealingpedestrian(5; 

walking, standing, talking, 

loitering, picking_up) 

attack (1; attacking, stealing), falling(1; falling), 

fighting(1; fighting), crash(2, crash), stealingcar(3; 

stealing),stealinginside(1;stealing),stealingpedestrian 

(5;stealing, fighting, attacking) 

fighting (talking, fight ing), attack 

(attacking, running, stealing), normal 

(walking, standing, talking), 

reserving(walking), stealingpedestrian( 

walking, stealing, standing, fighting, 

talking, attacking, picking_up), 

badparking(walking), crash( walking, 

running, picking_up), 

stealingcar(stealing), stealinginside( 

running, stealing, walking), 

suspicious(talking, walking) 
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Drone-

Action 

13 240 clapping (10), 

jogging_f_b (20), 

jogging_side (20), 

running_f_b(20), 

running_side (20), 

walking_f_b (20) , 

walking_side (20) , 

hand_waving(10) 

boxing (20), hitting_bottle (20), hitting_st ick (20), 

kicking (20), stabbing (20) 

boxing, hand_waving, clapping, 

hitting_bottle, hitting_stick, kick ing, 

stabbing, jogging_f_b, jogging_side 

,running_f_b,running_side,walking_f_b, 

walking_side 

Okutama-

Action 

13 43 handshaking (24), 

hugging (23), reading(39), 

drinking(23), pushing 

/pulling(HOI) (21), 

carrying(30), calling(37), 

running(25), walking(43), 

lying(23), sitting(43), 

standing(43) 

pushing/pulling (HHI) (22) pushing/pulling (HHI), running, 

walking, drinking, sitting, handshaking, 

standing, reading, carrying, hugging, 

calling 

NEC-

Drone 

16 2,079 walk (271), run (118), 

jump (120), pick up a 

backpack and go (113), 

leave a backpack and go 

(114), sit on a chair (116), 

talk on a mobile phone 

(112), drink water from a 

bottle (111), throw 

something (163), pick up 

a small object (141), 

shake hands (104), hug 

(107), exchange a 

backpack (100), walk 

toward each other and 

stay (145; walking, 

standing), stand together 

leave (146; walking, 

standing) 

push a person (98) 

 

push a person, walk, walk toward each 

other and stay (walking, standing),, run, 

jump, sit on a chair, talk on a mobile 

phone, drink water from a bottle, throw 

something, shake hands, stand together 

leave (walking, standing) , hug, pick up 

a small object, p ick up a backpack and 

go, exchange a backpack 

UAV 

Human 

155 22,476 drink (175), eat snacks 

(174), brush hair (172), 

drop something (171), 

pick up something (169), 

throw away something 

(173), sit down (170), 

stand up (170), applaud 

(171), read (169), write 

(170), put on a coat (169), 

take off a coat (168), put 

on glasses (168), take off 

glasses (168), put on a hat 

(170), take off a hat (169), 

throw away a hat (169), 

cheer (169), wave hands 

(169), reach into pockets 

(166), jump on single leg 

punch with fists (168), kick aside (165), kick  

backward (165), stagger (166), punching someone 

(113), kicking someone (111), pushing someone 

(110), steal something from other’s pocket (110), 

rob something from someone (112), hit someone 

with something (113), threat some with a knife 

(111), bump into someone (113), hold someone 

hostage (113), threat someone with a gun (105), drag 

someone (101), stab someone with a knife (104), 

kick something (169), chest discomfort (165), p ick a 

lock (106) 

drink, drink a toast(drinking), punching 

someone, punch with fists, kicking 

someone, kick something , kick aside, 

kick backward , rob something from 

someone, pushing someone, sit down, 

stand up, applaud, make a phone call, 

pick up something , shake hands, read, 

hit someone with something, run, stab 

someone with a knife, walk toward 

someone, walk away from someone , 

walk side by side, walk, throw away 

something, throw away a hat, throw a 

frisbee, throw litter, steal something 

from other’s pocket, jump on single leg, 

jump on two legs, carry a carrying pole, 

hug, exchange something with 

someone, all clear, have command 
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(169), jump on two legs 

(169), make a phone call 

(171), play with cell 

phones (169), point 

somewhere (170), look at 

the watch (168), rub hands 

(167), bow (171), shake 

head (167), salute (170), 

cross palms together 

(168), cross arms in front 

to say no (170), wear 

headphones (166), take 

off headphones (167), 

make a shh sign (166), 

touch the hair (165), 

thumb up (168), thumb 

down (165), make an ok 

sign (167), make an ok 

sign (167), make a victory 

sign (168), figure snap 

(166), open the bottle 

(165), smell (165), squat 

(167), apply cream to face 

(166), apply cream to 

hands (167), grasp a bag 

(166), put down a bag 

(164), put something into 

a bag (165), take 

something out of a bag 

(164), open a box (165), 

move a box (166), put up 

hands (166), put hands on 

hips (168), wrap arms 

around (162), shake arms 

(164) 

,hover, land, land at designated 

locations, move forward, move left, 

move right, ascend, descend, not clear, 

decelerate, call for help pick a lock, dig 

a hole, drag someone, threat some with 

a knife, hold someone hostage, threat 

someone with a gun 

TABLE VII. HUMAN ACTIVITIES ANALYSIS OF THE UAV DATASETS (CONT.) 

UAV  

Dataset 

No. of 

actions 

No. of 

videos 
Normal Behavior 

Abnormal 

Behavior 

Common 

Activities 

UAV  

Human 

155 22,476 
step on the spot walk (166), cough  (168), sneeze (168), yawn (167), blow nose (166), 

headache (166),  backache (164), neck-ache (163), vomit (164), use a fan (165), stretch 

body (165), point someone (113), hug (103), give something to someone (106), shake 

hands (107), walk toward someone (111), walk away from someone (111), walk side by 

side (109), high  five (113), drink a toast (112; clap the bottle,drinking), move something 

with someone (110), take a phone for someone (115), stalk someone (111), whisper in  

someone’s ear (107), exchange something with someone (109), lend an arm to support 

someone (106), rock-paper-scissors (109), hover (152), land (151), land at designated 

locations (151), move forward (150), move backward (149), move left (150) move right  

(149), ascend (149), descend (149), accelerate (149), decelerate (146), come over here 

(148), stay where you are (148), rear right turn (147), rear left turn (148), abandon landing 
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(147), all clear (147), not clear (147), have command (146), follow me (147), turn left  

(147), turn right (147), throw litter (143), dig a hole (152), mow (123), set on fire (144), 

smoke (150), cut the tree (152), fishing (147), pollute walls (157), wave a goodbye (102), 

comfort someone (102), sweep the floor (137), mop the floor (136), bounce the ball (138), 

shoot at the basket (138), swing the racket (137), leg pressing (138), escape (to survive) 

(133), call for help (140), wear a mask (137), take off a mask (135), bend arms around 

someone’s shoulder (102), run (43), throw a frisbee (137), carry a carrying pole (142), walk  

(43), use a lever to lift something (135), close an umbrella (41), open an umbrella (42), slap 

someone on the back (113), chase someone (103) 

Aerial Gait 1 17 
walking (17) - walking 

UAV-

GESTURE 

13 119 
all clear (11), have command (11), hover (7), land (7), landing direction (7), move ahead 

(11), move downward (7), move to left (11), move to right (11), move upward (7), not clear 

(11), slow down (11), wave off (7)  

- all clear, have 

command, 

,hover, land, 

wave off, 

landing 

direction, 

move ahead, 

move to left, 

move to right, 

move upward, 

move 

downward, not 

clear, slow 

down 

P-

DESTRE 

14 75 
walking(73), running(0), standing(33), sitt ing(1), cycling(0), exercising(0), petting(0),  

talking over the phone(7), leaving bag(0), dating(0), trading(0) 

offending(0), 

fall(0), 

fighting(0) 

walking, 

standing, 

sitting, talking 

over the phone 

UCF-ARG 17 473 

(only 

UAV) 

carrying(49), clapping(50), digging(50), jogging(49), open-close trunk(40), running(50),  

throwing(50), walking(50), waving(49),  

standing(2),pick ing_up(2),gesturing(2),tennis_swing(1),closing_trunk(1),opening_trunk(1), 

jump(1) 

boxing(50) boxing, 

carrying, 

clapping, 

digging, 

jogging, 

running, 

throwing, 

walking, 

waving, 

standing, 

gesturing, 

picking_up, 

jump 

SAR-UAV 7 1880 

images 

(5 

videos) 

after drop: 

standing (1293), walking(404), running(373) ,sitt ing(0), lying(0), handshake(2), and hand -

waving(1014). 

- standing, 

walking, 

running, 

handshake, 

hand-waving. 
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TABLE VIII. UNIFIED PRECISE CATEGORIZATION OF COMMON HUMAN ACTIVITIES ON THE UAV DATASETS 

Unified 

Precise  

Categorizati

on 

MDVD 
Drone- 

Action 

Okutama-

Action 

NEC-

Drone 
UAV Human 

Aeri

al 

Gait 

UAV- 

GEST

URE 

P-

DESTR

E 

UCF-

ARG 

SAR-

Drone 

A
b

n
o

rm
a
l 

Fighting Fighting(fighting) 

(HHI), 

Attack(attacking) 

(HHI), 

StealingPedestrian

(fighting, 

attacking) (HHI) 

Boxing(AO), 

Kicking(AO) 

Pushing/Pull

ing (HHI) 

Push A 

Person(H

HI) 

Pushing 

Someone(HHI)

, Punching 

Someone(HHI)

, Punch With  

Fists(AO), 

Kick ing 

Someone(HHI)

, Kick  

Backward(AO)

, Kick  

Aside(AO),dra

g someone 

(HHI+HOI) 

- - - Boxing(

AO) 

- 

Robbery Stealingpedestrian

(stealing) 

(HHI+HOI), 

StealingInside(stea

ling) (HOI) 

- - - Steal 

Something 

From Other’s 

Pocket 

(HHI+HOI), 

Rob 

Something 

From 

Someone(HHI

+HOI) 

- - - - - 

Vehicle 

Theft 

StealingCar(steali

ng) (HOI), 

Attack(stealing) 

(HOI) 

- - - pick a 

lock(HOI) 

- - - - - 

Assault - Hitting_Bottl

e(HOI), 

Hitting_Stick

(HOI), 

Stabbing(HO

I) 

- - Hit Someone 

with 

Something(HH

I+HOI), Stab 

Someone with 

A 

Knife(HHI+H

OI), 

threat some 

with a knife 

(HHI+HOI), 

hold someone 

hostage(HHI+

HOI), threat 

someone with  

a 

gun(HHI+HOI

) 

 

- - - - - 

N
o

rm
a
l 

Walking Normal(walking)(

AO), 

BadParking(walki

ng) (AO), 

Reserving(walking

) (AO), 

Crash(walking) 

(AO), 

StealingInside(wal

king) (AO), 

StealingPedestrian

(walking) (AO), 

Suspicious(walkin

g) (AO) 

walking_f_b(

AO), 

walking_side

(AO) 

Walking 

(AO) 

Walk 

(AO), 

Walk 

Toward 

Each 

Other 

And 

Stay(walk

ing) 

(AO), 

Stand 

Together 

Leave(wa

lking) 

(AO), 

Walk (AO), 

Walk Toward 

Someone(AO), 

Walk Away 

From 

Someone(AO),

Walk Side By  

Side(AO) 

Walk

ing 

(AO) 

- Walking 

(AO) 

Walking 

(AO) 

Walking 

(AO) 

Clappin

g 

- Clapping(AO

) 

- - Applaud(AO) - - - Clapping

(AO) 

- 
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Digging - - - - dig a 

hole(HOI) 

- - - Digging(

HOI) 

- 

Drinkin

g 

- - Drinking(H

OI) 

Drink 

Water 

From A 

Bottle(H

OI) 

Drink(HOI), 

Drink A 

Toast(drinking

)(HOI) 

- - - - - 

Sitting - - Sitting(HOI) Sit On A 

Chair(HO

I) 

Sit 

Down(HOI) 

- - Sitting(H

OI) 

- - 

Handsha

king 

- - Handshakin

g(HHI) 

Shake 

Hands(H

HI) 

Shake 

Hands(HHI) 

- - - - handshake

(HHI) 

Standin

g 

Normal(Standing)(

AO), 

StealingPedestrian

(standing) (AO) 

- Standing(A

O) 

Stand 

Together 

Leave 

(standing) 

(AO), 

Walk 

Toward 

Each 

Other 

And Stay( 

standing) 

(AO) 

Stand Up(AO) - - Standing

(AO) 

standing(

AO) 

Standing(

AO) 

Reading - - Reading(HO

I) 

- Read(HOI) - - - - - 

TABLE IX. UNIFIED PRECISE CATEGORIZATION OF COMMON HUMAN ACTIVITIES ON THE UAV DATASETS (CONT.) 

Unified Precise  

Categorization 
MDVD 

Drone- 

Action 

Okutam

a-Action 
NEC-Drone 

UAV 

Human 

Aer

ial 

Gai

t 

UAV- 

GEST

URE 

P-

DEST

RE 

UCF-

ARG 

SAR-

Drone 

N
o

rm
a
l 

Running Attack(running)(AO),Crash(

running)(AO), 

StealingInside( 

running)(AO) 

Runnin

g (AO), 

Jogging

(AO) 

Running

(AO) 

Run(AO) Run(AO) - - - Running 

(AO), 

Jogging(A

O) 

 

Runnin

g(AO) 

Jumping - - - Jump(AO) Jump On 

Single 

Leg(AO), 

Jump on 

Two 

Legs(AO) 

- - - Jump(AO

) 

- 

Talking Normal(Talking)(HHI),Fight

ing(talking)(HHI), 

StealingPedestrian(talking)(

HHI), 

Suspicious(talking)(HHI) 

- Calling 

(HOI) 

Talk On A 

Mobile Phone 

(HOI) 

Make A 

Phone 

Call(HOI) 

- - Talkin

g Over 

the 

Phone(

HOI) 

- - 

Throwing - - - Throw 

Something(H

OI) 

Throw 

Away 

Something(

HOI), 

Throw 

Away A 

Hat(HOI), 

Throw A 

Frisbee(HOI

), Throw 

Litter(HOI) 

- - - Throwing

(AO) 

- 

Carrying - - Carrying

(HOI) 

- Carry A 

Carrying 

Pole(HOI) 

- - - Carrying(

HOI) 

- 

Hugging - - Hugging

(HHI) 

Hug(HHI) Hug(HHI) - - - - - 

Pick-Up Crash(picking_up)(HOI), 

StealingPedestrian( 

picking_up)(HOI) 

- - Pick Up a 

Small 

Object(HOI), 

Pick Up 

Something(

HOI) 

- - - picking_u

p(HOI) 

- 
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Pick Up a 

Backpack and 

Go(HOI) 

Exchange  

Something 

- - - Exchange A 

Backpack(HH

I+HHOI) 

Exchange 

Something 

with 

Someone(H

HI+HOI) 

- - - - - 

G
e
st

u
re

 S
ig

n
a
l 

All 

Clear 

- - - - All Clear - All 

Clear 

- - - 

Have  

Comm

and 

- - - - Have 

Command 

- Have 

Comm

and 

- - - 

Hover - - - - Hover - Hover - - - 

Land - - - - Land - Land - - - 

Landi

ng 

 

Direct

ion 

- - - - Land at 

Designated 

Locations 

- Landin

g 

Directi

on 

- - - 

Move 

Ahead 

- - - - Move 

Forward 

- Move 

Ahead 

- - - 

Move 

To 

Left 

- - - - Move Left - Move 

To 

Left 

- - - 

Move 

To 

Right 

- - - - Move Right - Move 

To 

Right 

- - - 

Move 

Upwar

d 

- - - - Ascend - Move 

Upwar

d 

- - - 

Move 

Down

ward 

- - - - Descend - Move 

Down

ward 

- - - 

Not 

Clear 

- - - - Not Clear - Not 

Clear 

- - - 

Slow 

Down 

- - - - Decelerate - Slow 

Down 

- - - 

Hand 

Wavin

g 

- Hand  

Waving 

- - call for help - Wave 

Off 

- Waving, 

gesturing 

hand-

waving 

TABLE X. DISTINCT ABNORMAL ACTIONS ON THE UAV DATASETS 

Distinct Abnormal Activities MDVD UAV Human 

Falling Falling (AO) 
- 

Crash  Crash (HHI+HOI) 

Stagger 

- 

Stagger (AO) 

Chest Discomfort Chest Discomfort (AO) 

Bump into Someone Bump into Someone (HHI) 

 


