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Abstract—Partial occlusion and low light are significant
challenges for face detection, limiting its effectiveness in critical
applications such as security, surveillance, and user identification
within computer vision. This study evaluates the effectiveness of
two influential deep-learning models, YOLOvV6 and YOLOV7, in
identifying partially occluded faces in uncontrollable, real-world
conditions. Training both models and assessing them with the help
of comprehensive data-augmentation schemes that facilitate the
occurrence of generalization, a carefully selected sample of
partially blocked and hidden images of faces was used in all the
experiments performed under low-light exposure. Findings
indicate that YOLOV7 systematically outsmarts YOLOV6 in all
key measures of performance, including precision (0.92 vs. 0.90),
recall (0.89 vs. 0.79), as well as the mean Average Precision (mAP),
which proves its ability to recognize hidden faces under adverse
environments better. YOLOV7 takes a longer time to be trained,
but with its enhanced design, especially the Extended Efficient
Layer Aggregation Network (E-ELAN), feature extraction and
real-time detection become much smoother. The statistics of this
research indicate a visible increase, which indicates that YOLOv7
is reasonably suitable to be implemented in real-life, where a
strong ability of face recognition, even with occlusions and low
visibility, is required. This study contributes to the advancement
of face detection technologies, tackling developing privacy and
security needs in increasingly masked and low-visibility spaces.
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l. INTRODUCTION

Face detection plays a very significant role in computer
vision, particularly in the fields of security, user id etc. However,
it is still quite hard to bring the system to the test with partially
covered faces on it. The majority of face-recognition technology
is activated on clear and obstructed faces making the technology
to focus on key features such as mouth, nose and eyes. In most
situations, people often wear face masks or put some sort of
cover on their faces, thus partially covering the facial area.
Human face identification is a very important feature in the
computer vision field. This is the foundation of a wide variety
of applications that can be practiced in many different areas such
as security and identity verification, among many others [1].
Still, the process of detection of faces, which are partially
masked, remains a significant problem. According to the
traditional face recognition algorithms, they are more focused
on non-occluded faces and salient facial feature, the mouth, nose
and ocular region. Nevertheless, there are many situations and
events which force people to put on masks or keep something
covering or even hiding their faces, partly [5].
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When several faces in an image are near each other and seem
to create a cluster, this effect is called occlusion and can result
in misrecognition of the hidden face [2]. The initial versions of
Convolutional Neural Networks (CNNs) and other deep
learning methods have greatly enhanced detection accuracy.
Yet, occlusion is a significant problem in face detection, since
faces may be partially covered by different objects (e.g., masks,
spectacles, or hands), environmental conditions (e.g., shadows,
illumination), or other faces in populated scenes. In recent
decades, there have been impressive advances in deep learning
technologies in theory and application.

With the beginning of Masked FR as a new domain within
the field of computer vision, the majority of FR systems have
shifted towards implementing deep learning models [6, 7].
Before the COVID-19 pandemic, research was in progress to
determine how deep learning could enhance the performance of
available recognition systems for the presence of masks or
occlusions. For example, different deep learning techniques
have been proposed to solve the occluded facial recognition
problem and have received tremendous attention. One of the
well-known face detection algorithms is "You Only Look Once"
(YOLO) [3], which is one of the modern alternatives [4].
Recently, the YOLO model has been further developed to detect
faces, thus allowing it to decode and recognize the concealed
conditions of people found in the images and video streams. This
development requires a significant amount of data of occlusion
to be trained.

Facial recognition systems based on YOLO are fast and
more accurate, so they can be used in the security and market
research sectors as well as human-computer interaction [8]. Face
identification systems based on the YOLO architecture are
susceptible to variations due to various factors, including the
sizes of the model of the architecture, quality of the training set,
and the facial expressions of the subjects that are displayed in
the images used. Face occlusion detection is associated with the
identification of areas of the face that are either obscured
partially or fully in photographic/video content. The issue at
hand is complex and can be subject to numerous different factors
that are all contributing to its complexity. Detecting facial
occlusions is one of the most difficult problems in the sphere of
facial recognition systems and computer vision. These issues of
uncertainty of the occlusions pose several significant issues
especially in practical context.

Facial obstructions range between simple partial
obstructions such as the use of sun glasses or a hat, and more
complex cases, where the objects or the close people outside the
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person are hampering vision on the face. The ambiguous nature
of the discernment of such occlusions is significantly increased
by the heterogeneity of the environmental and illumination
conditions. Therefore, the face-detection automation has
become one of the key priorities in the sphere of computer vision
and pattern recognition [9]. The previous versions of the facial
recognition algorithms had limitations in simple cases, but
advancement in the deep learning algorithms have brought
significant changes to the way they handle various cases. R-
CNN structure is a rather radical departure of the YOLO model,
which is an efficient and effective one-shot convolutional neural
network model already [10]. The difficulties associated with
occlusions lie in a variety, where simple partial obstructions like
the ones created by hats or sunglasses are depicted at one end,
and the more complicated situations where the face is covered
by objects or other people are seen.

The varied nature of the surrounding conditions and lighting
situations also makes the accurate identification of facial
occlusions more difficult. As such, computer vision and pattern
recognition have become the main research frontiers of face
detection at an automatic level. The face recognition algorithms
were once limited to very basic settings, but with the
introduction of deep learning methods, their scope has been
greatly extended. The R-CNN structure was quite a
breakthrough as compared to the YOLO, which is characterized
by its novel one-shot convolutional neural network model and
commercial popularity. Occlusion issues require addressing
through strategies that improve algorithmic robustness, the
availability of adaptive strategies to varying environmental
conditions, intersubjective variability in morphology, and the
adoption of mechanisms that prioritize privacy issues.

To ensure the maintenance of the vision of developing and
implementing facial recognition systems to work in the real
world, these issues should be addressed. Improving the level of
accuracy of the algorithms, promoting the context of events,
increasing the representation of facial features, and use of
privacy-preserving methods are vital in achieving the successful
ability of individuals’ identification within inclusion parameters.
These problems are critical and require a solution to enable the
further development and use of a facial recognition system that
has an acceptable level of accuracy and efficacy in the real-
world environment.

The present study aims at confronting the difficulties with
low-light and semi-occluded face detection in the form of using
YOLOvV6 and YOLOvV7 deep-learning algorithms on special
datasets. One of the main benefits of YOLO with respect to
partially obscured face recognition is the fact that it provides
real-time processing, which makes it especially useful when it
comes to detecting emotions in real-time [11]. This study
performs the comparison and evaluation of the performance of
two state-of-the-art deep-learning models, YOLOv6 and
YOLOV7, in detecting partially concealed faces in low-light
conditions. To improve model generalization, the aggressive
data-augmentation method is employed in the study to tackle the
issues of occlusion and illumination variation. The significance
of this work is that it involves a custom dataset comprising faces
of diverse forms of occlusion (i.e., face masks, helmets, and
other objects) in low-light conditions. The analysis also uses
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aggressive forms of data augmentation to increase the
generalization of the model and increase the resilience of
YOLOvV6 and YOLOV7 models in such challenging cases. The
gap in the literature presented with the evaluation of these
models in this context is that this research can provide new
insight into the use of YOLOV6 and YOLOV7 in the areas that
face detection is most required, including security, surveillance,
and human-computer interaction, thus filling the gap in the
literature.

The success of the YOLO deep-learning model in the
detection of hidden faces relies on the complexity of the network
structure used, as well as the quality of training data.

The organization of this study is as follows: Section Il
presents a detailed literature review covering previous research
on occluded face detection based on models of the YOLO
framework, as well as outlines the main gaps in the literature on
the topic. SectionIIl details the YOLOv6 and YOLOv7
techniques for occluded face detection. Section 1V outlines the
methodology that is used, with a description of the dataset, the
data-augmentation approaches employed, and the work setup
employed to test YOLOv6 and YOLOv7. The results are
described in Section V and include the comparative performance
analysis of YOLOv6 and YOLOV7 in different conditions of
occlusion and low light. Section VI presents the discussion.
Section VII is the concluding part of the manuscript, providing
an overview of the key findings, commenting on the
implications of the research to the practical context. Lastly,
Section VIII suggests recommendations for future research and
limitations of the study.

1.  LITERATURE REVIEW

The field of facial recognition has evolved significantly over
the years, and the use of crude pattern-recognition systems has
been replaced by advanced deep-learning frameworks that
provide quite high levels of accuracy in a wide range of settings.
The development of deep-learning algorithms has supported
tremendous advancement in identifying covered facial features.
Fundamental pattern-recognition techniques have been replaced
with deep-learned recognition models that can experience high
accuracy within a wide range of operating environments. Deep
learning is a radical method of recognizing semi-automated
features of the face. Convolutional Neural Networks (CNN) and
Regions Based Convolutional Neural Network (R CNN) were
major developments that led to the detection of faces. The You
Only Look Once (YOLO) system is the latest deep learning
technology that is able to detect faces or objects in just one
processing step, hence making it the best in regard to real-time
use.

A. Early Bird Approaches to Face Detection

The previous face detection methods were all based on
feature-based algorithms. Among them, the Viola-Jones
detector [12] demonstrated good frontal face detection
performance, but suffered failure for occlusions and variety in
positions. AdaBoost learning with Haar-like features trained
face detector, which is developed by Viola and Jones, cannot
work well when the faces are partially (or completely)
obstructed.
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B. Advancement with CNN

A complete system has been built to detect faces with severe
occlusion [13]. A deep learning network leverages gradient
information in combination with shape information to
accomplish its function. This work contributes three basic
advances: The first contribution proposes a face detection
method based on an energy function prior to a CNN model,
which can extract deep features hidden in faces. Finally, a novel
sparseness-induced deep learning classification method is
presented for face occlusion detection. The presented head
detection model exhibits superior capability to accurately
recognize the face in arbitrary head poses, accordingly with
different degrees. The proposed algorithm for validating facial
occlusion can achieve high accuracy as to whether the facial
region is occluded.

Experimental results demonstrate that the proposed
occlusion verification system can still achieve 97.25% accuracy
with 10 frames per second. The head detection algorithm shows
good recall at 98.89% even with various difficult facial
occlusions. By using CNNs, face detection has made progress in
learning complex features and patterns from data. The R-CNN
series methods, such as Fast R-CNN [14] and Faster R-CNN
[15], enhanced the accuracy of object detection with region
proposal networks, which can speed up the object detection. The
approaches were very crucial for the evolution of face detection;
however, they have high computational complexity and thus
cannot be directly used. The deep learning era of visual
recognition emerged with AlexNet [16]; following this first
entry, VGGNet [17] and other advanced architectures further
refined the convolutional layers for fine-grained pattern
recognition. The models served as fundamental components for
developing improved feature extraction methods, which
transformed face detection practices.

Research demonstrated the effort of detecting mask-covered
faces through a deep learning system, which successfully
enables facial recognition for users with masks. The researchers
successfully developed a model that used ResNet-50
architecture to detect masked faces in the COMASK 20 and
LFW datasets. The research findings present an opportunity to
integrate into current facial recognition systems that focus on
identifying masked faces for security applications [19]. The
research applied the Gabor wavelet together with deep transfer
learning through a machine learning approach. The real-time
masked face recognition process achieves better reliability
through our integration of deep-learning CNN features together
with Gabor wavelet extracted from unmasked facial regions to
create an enhanced feature vector. The experiment, which tested
the proposed method, used four benchmark datasets and
achieved a mean accuracy of 97% [20].

C. YOLO Background

The group of experts in object recognition and detection that
created YOLO represents an existing algorithm. YOLO (You
Only Look Once) was initially presented by Redmon and its co-
authors [18]. This work is recognized for its methods in real-
time object detection. YOLO operates through regression-based
detection to generate bounding boxes along with class
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probabilities as a single output. YOLO delivers superior
detection speed to meet the requirements of applications that
demand rapid responses. YOLO introduced real-time detection
capabilities as a groundbreaking development, which enabled its
practical use in various sectors [40, 41].

YOLOV3 and YOLOV4 incorporated Darknet-53 backbone
together with spatial pyramid pooling (SPP) to enhance their
feature extraction processes [21]. A new Al method appeared
through a study that combined SVM classifiers with YOLOv3
and CNNs for feature analysis and classification [42]. The
model trained on five different mask datasets showed better
results than existing mask recognition methods by at least one
point during testing. The algorithm achieves 99.4% accuracy in
recognizing faces when they have partial coverage [22]. The
better YOLOv3 network achieves enhanced mean Average
Precision and faster frame rate than earlier approaches. Several
face detection algorithms that focus on partial face obstruction
face difficulties when detecting faces from complicated angles
and positions, and when faces are at rest. Environmental
conditions, along with lighting changes, create additional
difficulties for detecting partially obstructed faces in image data
[43, 44].

The improvements in YOLOV4 consisted of adding the Mish
activation function and sophisticated data augmentation
approaches, including Mosaic and the Cross Stage Partial (CSP)
network [23]. These improvements enhance model durability
and accuracy while the model continues to operate at real-time
speeds. YOLOV4 and its predecessor YOLOV3 share the same
limitation regarding the detection of faces that are either
partially obstructed or fully concealed [24]. The requirement for
designing improved solutions and creating dedicated training
datasets to handle occlusion problems remains both essential
and time-sensitive.

The authors in [25] experienced four different variants of
YOLOV5 models for identifying faces covered with helmets.
Models were created by adjusting the size of the Bottleneck CSP
module, which is located in the neck of the model. All four
YOLOV5 models had similar mAP values, but the YOLOv5s
model's outstanding 110 fps makes it stand out. Also, a higher
MAP value between 0.9 and 1.3 was achieved by YOLOv5
models with pre-training weights, as shown in [25]. An
enhanced YOLOV5 model for recognizing small targets was
demonstrated in a different investigation of the model by [23].

The recent developments of face detection have explored the
pursuit of multi-task learning to improve the precision of the
model, especially in extreme conditions of partial blockage and
low-light environments [45]. The study by [46] introduces the
hybrid model that combines face identification and emotion
recognition and states that they have boosted the face detection
robustness in occlusivity cases. This model is viewed as having
a joint feature extraction module, which learns both tasks
simultaneously, thus reducing the partial occlusion through
interpretations of subtle facial expressions. This hybrid
approach has potential to enhance YOLO-based architecture,
eg. YOLOv6 and YOLOv7, by enhancing feature
representations of occluded faces with additional contextual
information based on emotions.
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D. Research Gap from the Literature

Although a significant improvement has been made in real-
time object detection in YOLOv3 and YOLOv4, there is an
existing limitation on the performance of both models when
used on tasks that require the detection of occluding faces.
Empirical studies show that, despite having better inference
speeds compared to traditional convolutional neural network-
based methods, these models do not work well in detecting
occlusions caused by accessories or other obstructions [22, 23].
Need for a specialized training together with the feature
enhancements for partial occlusions motivated the evolution of
newer versions such as YOLOV6 and YOLOV7 that are aimed
at tackling these issues with better and more sophisticated
feature extraction and processing capabilities. This study fills
this gap by systematically comparing YOLOv6 and YOLOv7
through a specialized dataset, containing facial images partially
covered by masks, helmets, and other objects, under varying
lighting circumstances. Besides, it is one of the initial attempts
to use energetic data-augmentation measures to improve the
generalization ability of both models, hence addressing the
inherent problem of occlusion and illumination variation.

Il.  YOLOvV6 AND YOLOV7 TECHNIQUES FOR OCCLUDED
FACE DETECTION

The YOLOvV6 model was introduced in June 2022, followed
by YOLOV7 in July 2022. YOLOV6 & YOLOv7 are the
activated progressions of the YOLO family, which are designed
with novel ideas to resolve real-time face detection issues like
occlusion in concrete.

YOLOV6: Proposed by Meituan in 2022 [26] [27], the
YOLOV6 is an advanced anchor-free detection model that
boosts both the efficiency and accuracy of the model. Various
innovations include:

EfficientRep has been constructed on the principles of
EfficientDet and therefore benefits from both proprioceptive and
visual features.

The anchor-free method adopted in YOLOvV6 adds to its
adaptability in the recognition of non-standard shaped objects,
making it especially suited to situations where there are
occlusions, where facial elements cannot form standard
bounding box shapes [28].

YOLOV7, as explained by [21], is an upgrade of YOLOvV6
that implements a set of optimizations that improve the accuracy
of detection while preserving fast running. The main
optimizations include:

e The (E-ELAN) is proposed to enhance feature
integration in multiple scales, subsequently increasing
the ability of the model to detect occluded faces,
regardless of changes in positioning and size.

e Re-parameterization is used to optimize modeling in
order to enable YOLOV7 to achieve faster inference with
reduced accuracy object detections, which is essential in
real-time scenarios involving occluded faces.

The YOLOVv6s approach scored a mAP of 43.1% on the
COCO val2017 dataset, outperforming the YOLOv5s algorithm
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by a large margin, which stood at 37.4%. When compared with
the earlier algorithms, YOLOv7 achieves better results in
inference time and accuracy (r6.1 as in the above images) than
PP-YOLOE, YOLOX, and Scaled-YOLOv4 [29].

IV. RESEARCH METHODOLOGY

Fig. 1 depicts the five steps of the proposed approach: data
collection, preprocessing, YOLO model training, evaluation,
and testing. Data gathering refers to the acquisition of images of
partially masked faces from the Internet. Preprocessing includes
image size normalization, data labeling and bounding boxes, and
data augmentation. YOLO model training involves training data
with the YOLOv6 and YOLOv7 models. The evaluation of the
YOLO model entails assessing the YOLO model's training
results and testing its capabilities.

Data
Acquisition

Data
preprocessing

Data
Augmentation

Meodel

Performance
Training

Evaluation

Fig. 1. Methodological design flow.

A. Dataset Collection and Preparation

Collecting a diverse and well-annotated dataset is crucial for
training an effective face occlusion detection model. To create a
robust dataset for face occlusion detection, it is essential to
gather a diverse set of images that represent various real-world
scenarios. Various sources were used in the compilation of the
dataset used in this study, as it included 500 images with
partially concealed faces in various illumination intensities, as
shown in Fig. 2. It has three types of occlusions: facial masks,
helmets, and miscellaneous objects, and is reflective of real-
world situations. Stringent data augmentation protocols were put
in place in order to create efficacy in the models and to facilitate
generalizability.

(a) Face Mask (b) Helmet occlusion

(c) Other Coverings

Fig. 2. Sample images of different occlusions.

B. Data Pre-processing

Fig. 3 depicts a flowchart of the data preparation procedure.
Before the process of training the model is carried out, this step
is carried out to modify the data to the format of the YOLO
classification system. The objective of the pre-processing of data
is to enhance both the quality of the data and the performance of
the YOLO models.
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_ Split Size
Data Normalization
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Fig. 3. Flow Chart for data pre-processing.
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Bounding Boxes

The first thing that needs to be done to begin the process of
pre-processing data is to divide the data into 80% for training,
10% for testing, and 10% for validation. Preventing overfitting
and ensuring that the model can generalize well on newly
collected data are the two primary goals of this endeavor. After
that, the image size was adjusted to 640x640 pixels to maintain
consistency with the input format of the model. The data is then
annotated, which includes labeling and bounding boxes, among
other elements. While the process of drawing a box around the
items in the image is referred to as a bounding box, the process
of labeling involves the act of labeling the objects in the image.
The final stage is to execute data augmentation, which is the
process of making copies of the image with multiple
modifications, such as brightness, contrast, and rotation. This is
the final phase. To improve the model's ability to learn, this is
done to enhance the quantity of the dataset as well as its
diversity.

We have modified and labeled the partially occluded faces
in an image and assigned the class name using the Roboflow
online.

C. Data Augmentation

After annotating this dataset, a new version of the dataset is
generated by applying preprocessing and augmentations, as
shown in Fig. 4, to improve the quality and generalization ability
of a model. Eventually, we could have 1100 images 80% as a
training set, 10% as the validation set, and 10% as a testing set.

A flowchart depicting data augmentation can be viewed in
Fig. 4. Before the YOLO models’ training procedure is carried
out, this step is carried out to multiply the data and prevent
overfitting. This is done to ensure that the YOLOv6 and
YOLOvV7 models are as accurate as possible. To train both
YOLO models to be more resistant to changes in the appearance
of the data, the goal of data augmentation is to make it capable
of producing more accurate object detection [33].

Qriginal Contrast Sharpness

Brightness

N
=
&

Fig. 4. Data augmentation sample image.
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Data augmentation techniques are applied individually. Each
version demonstrates a different type of transformation:

e Original - The unmodified image.
e Brightness - Enhanced brightness.
o Contrast - Enhanced contrast.

e Sharpness - Enhanced sharpness.
o Flip - Vertically flipped.

e Mirror - Horizontally mirrored.

¢ Rotate - Rotated at an angle.

D. Model Training

This phase involves training of the YOLO models, which
will be used to build a strong infrastructure of recognizing
occlusions on faces in pictures. The first step involves importing
carefully pre-processed data and then training the two YOLO
models over 150 epochs to optimize the detection accuracy.
After that, the most effective variants of the trained models are
stored as the name best.pt, making them available to accurately
and optimally identify faces with occlusions during image
processing.

E. Evaluation Using DL Approaches

In this work, Google Colaboratory has been chosen as the
environment where different deep-learning models will be run.
The Tesla T4 graphics processing unit (GPU) has an installed
memory of 16 GB and is integrated perfectly via Google
Collaboratory and utilized in every experiment that was carried
out in this study. The platform offers 12GB of random-access
memory (RAM), facilitating expedited deep-learning training.
To generate the graph and confusion matrices in this study the
pre-installed TensorFlow software library is used in Google
Colaboratory. The custom-generated dataset consists of partially
occluded face images, which are annotated with a bounding box
and trained using the proposed two different DL models and
tested to evaluate and compare the performances. To measure
the performance of the DL, model the primary metric is mean
Average Precision (mAP). To evaluate the precision and recall
values of various training models this indicator is used in
numerous other face occlusion detection studies [30]. The F1-
score (F1), recall rate (Re), and precision rate (Pr) are all
evaluation indicators that can be mathematically expressed as:

TP

Recall = O
TP+FN
Precision = —— @
TP+FP
F1 — score = 2 x Precisionxrecall )

precision+recall

The values of True Positive (TP), False Positive (FP), and
False Negative (FN) samples are the determinants of these
indicators. TP is the scenario in which a positive sample is
accurately predicted for an object. A false positive (FP) is the
identification of an invalid object as a positive sample. Contrary
to a FN, a legitimate object is identified as a negative sample.
The expressions for calculating AP and mAP are as follows:
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AP = JIP(R) dR
0

mAP = 23, AP, O]

V. DATA ANALYSIS AND RESULTS

The training duration of 150 epochs for YOLOv6 and
YOLOVT7 is illustrated in Table 1. Compared to YOLOV7, it is
obvious that YOLOV6 has the minimum training time. In this
study, two experiments are conducted to evaluate the
capabilities of two distinct deep-learning algorithms in the
recognition of occluded faces.

TABLE I. TRAINING TIMING OF MODELS
Model Epochs Training time (80%)
YOLOvV6 150 44 min, 25 sec
YOLOv7 150 2 hr, 19 min, 32 sec

A. Performance Analysis Based on Key Metrics

Table Il shows the precision, recall, F1-score, mAP50, and
MAP50-90 values produced by the YOLOv6 and YOLOv7
models trained on 150 epochs. F1-score is the harmonic mean of
precision and recall; mAP50 is the average precision of all
classes at the 1oU threshold of 50%; mAP50-90 is the average
precision of all classes at the loU threshold between 50% and
90%; precision is the fraction of detections that are true
positives. These results represent the model's performance in
identifying the partially occluded faces in an image. A greater
value indicates higher model performance [31], [32]. Precision,
recall, F1-score, and loU are computed as Formula (1) to
Formula (4).

TABLE Il PERFORMANCE ANALYSIS BASED ON KEY METRICS
Model Precisio | Recal | Accuracy@ Accuracy@ F1-
n | mAP(50) mAP(50-95) | Score
JOLOV 1 0.0 079 | 0.886 0.45 0.845
;(OLOV 0.92 0.89 0.922 0.50 0.90

YOLOv7 (0.92) has a slight edge over YOLOv6 (0.90),
indicating improved accuracy in the accurate recognition of
faces. Also, YOLOV7 (0.89) shows an appreciable improvement
over YOLOV6 (0.787), emphasizing its ability to recognize a
higher proportion of relevant objects. Importantly, YOLOv7
achieves the maximum value (0.922) in relation to YOLOV6
(0.886), indicating improved accuracy under less strict
thresholds of loU. Besides, YOLOvV7 (0.50) has a narrow edge
over YOLOvV6 (0.45), indicating superior performance under
more strict thresholds of loU. Finally, YOLOv7 (0.90) has an
edge over YOLOV6 (0.845), indicating an improved.

YOLOvV7 outperforms YOLOV6 in all the tested metrics,
making it a better model for object detection tasks. The differing
colors and annotations in the graph clearly indicate these
differences, as shown in Fig. 5.
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YOLOVE YOLOV7
Models

Fig. 5. Visualization of YOLOV6 and YOLOV7 based on performance
metrics.

Fig. 5 shows the clear over performance of YOLOV7 over
YOLOV6 in all the metrics tested. The Precision (0.92 vs. 0.90)
and Recall (0.89 vs. 0.787) of YOLOV?7 are higher, signifying
that it has better accuracy and object detection strengths. Also,
it has better performance in Accuracy@mAP(50) (0.922 vs.
0.886) as well as in Accuracy@mAP(50-95) (0.50 vs. 0.45),
which shows that it performs better under fluctuating thresholds
in the loU metric. Also, the F1-score of YOLOv7 (0.90 vs.
0.845) is higher.

B. Confusion Matrix Analysis

The confusion matrix produced in tests is shown in Fig. 6.
The confusion matrices illustrate the performance of YOLOv6
and YOLOv7 in face detection in partially occluded areas.
YOLOvV6 achieves 91% accuracy in face and 88% in
background detection, with low misclassification rates of 9% for
face and 12% for background. On the other hand, YOLOv7
shows better performance, with 94% accuracy in face and 90%
in background detection, and low misclassification rates of 6%
for face and 10% for background. This highlights the improved
ability of YOLOv7 in handling challenging situations like
partial occlusions.

Background

Background face Background

True True

Fig. 6. Confusion matrix of models.

C. Training and Validation Performance of the Models

Training outputs of the YOLOV6 and the YOLOv7 models
for 150 epochs exhibit superior metrics in the form of precision,
recall, Fl-score, mAP50, and mAP50-90. The complete
visualization of the training output concerning the YOLO
model, i.e., for 150 epochs, was depicted, indicating the
performance of the box_loss, cls_loss, dfl_loss, precision, recall,
mAP50, mAP50-90, and confusion matrix. The training output
of the YOLOvV6 model is presented in Fig. 7.
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Fig. 7. YOLOv6-model training and validation.

The dynamics of the model were evaluated through
systematic monitoring of the training and validation
performance indicators over a sequence of 150 epochs to form a
complete understanding of the learning process of the model and
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the generalization ability of the model. The constituent parts of
training loss such as: box loss, classification loss, and
distribution focal loss, show a monotonic reduction in the
training curve hence validating the model as an efficient mean
of bounding-box regression, object classification, and
localization. The validation loss trends show a similar pattern of
decrease, indicating that the model generalizes efficiently to
novel inputs and prevents the risk of overfitting. The evaluation
measures, consisting of precision, recall, and mean Average
Precision (mAP) show stable improvement across the entire
period of training. The model demonstrates significant gain of
the detection accuracy, with increasing mAP value at 1o0U=50%
and across the 50-95% loU criteria. The experimental results
demonstrate the effectiveness of the model, which paves the way
for future use in object detection tasks across a wide range of
real-world applications. This result of training is represented as
Fig. 8 in the case of YOLOv7 model.
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Fig. 8. ' YOLOv7-model training and validation.

The diagram shows the working effectiveness of the
YOLOv7 algorithm in recognizing partially occluded faces
under reduced-light settings both at the training and validation
stages. The upper part shows training indicators, including Box
Loss, Objectness Loss, and Classification Loss, as well as
Precision and Recall trends over several epochs. The algorithm
achieved improved convergence as loss indicators steadily
reduced throughout the period of training. The plots of Precision
and Recall show continuous improvements, indicating improved
algorithm performance in the accuracy of object detection as
well as efficiency in information recall.

The last row shows the validation metrics, including Box
Loss, Objectness Loss, and Classification Loss, as well as the
evaluation metrics mMAP@0.5 and mAP@0.5:0.95. The decline
in validation loss values shows good generalization ability of the
model for new data, while the rise in mAP values indicates its
ability to detect and classify difficult low-light faces. The
experimental findings reveal that the YOLOV7 architecture is
capable of dealing with high-level detection tasks in unfavorable

environments, hence, its structural stability and reliability in
facing real-world applications.

D. Statistical Significance of Performance Improvements

A paired t-test comparing performance differences between
YOLOvV6 and YOLOV7 was used to statistically evaluate the
variation in performance in terms of the metrics used to measure
accuracy in several experimental runs. The statistical analysis
is mainly aimed at proving that the improvement in precision
with the use of YOLOv7 compared to YOLOV6 is statistically
significant, which will strengthen the validity of the given
findings. The analysis states that its confidence interval of
estimating the range of difference in the true mean differences
of the precision is found to be 95%.

___ 1) Calculation of mean difference: The mean difference
(d) between the paired precision values of YOLOV6 and
YOLOv7 was computed using the formula:

_2xd

n

d

362|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

where, d; = YOLOv7; —YOLOv6; are the individual
paired differences, and n is the number of paired observations
(in this case, n =10). The calculated mean difference is:

d =0.028

This result indicates that, on average, YOLOV7's precision is
0.028 higher than YOLOV6's precision.

2) Standard deviation and standard error: The standard
deviation of the differences (s;) was calculated to measure the
variability among the paired differences, using the formula:

= [Z(di=d)?
(sa) = |7

The standard deviation of the paired differences was found
to be:

(sq) =0.0103
The standard error of the mean difference (SE)was then
calculated as:
Sd

SE=-%
Vn

The resulting standard error is:
SE = 0.00327

This small standard error indicates that the sample mean
difference is a precise estimate of the population mean
difference.

3) t-Statistics and p-Value: To test the null hypothesis (Hy)
that there is no significant difference in precision between
YOLOvV6 and YOLOV7, the t-statistic was calculated using the
formula:

d
‘=sE
The calculated t-value is:
0.028
t= 000327 - 8573

The p-value corresponding to this t-value, for 9 degrees of
freedom, is:

p=127x1075

The null hypothesis is rejected since the p-value is much
smaller than the significance threshold (0=0.05). This confirms
that the improvement in precision from YOLOv6, YOLOV7 is
statistically significant.

4) Confidence interval: The 95% confidence interval for
the mean difference was calculated as:
Cl=d t teriticat X SE

where, t . iricar = 2.262 is the critical t-value for 9 degrees
of freedom at a 95% confidence level. The resulting confidence
interval is:
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CI = 0.028 + (2.262 x 0.00327)
CI = [0.0206,0.0354]
CI = [0.0206,0.0354]

This indicates that the true mean difference in precision is
between 0.0206 and 0.0354 with 95% confidence.

5) Conclusion: The statistical analysis demonstrates that
YOLOv7's improvement in precision over YOLOV6 is
statistically significant, with a mean improvement of 0.028 and
a confidence interval of [0.0206, 0.0354]. The extremely low p-
value (1.27 x 1075) further validates the reliability of the
results. These findings highlight the superior performance of
YOLOv7, making it a more effective model for real-time
detection of partially occluded faces.

E. Image Prediction

The performance of the detection network in YOLOvV6 and
YOLOV7 models is listed under this subsection based on the
prediction output. The models were tested on face occlusion
images and at different lighting conditions to test their accuracy
in detection and their strength. The predictions show the ability
to perceive partial masks coverages of faces such as visors, as
well as at low illumination levels of both models. The bounding
boxes and confidence scores make the visual and quantitative
evaluation of the detection performance possible, which proves
the effectiveness of these models in practice. The sample image
prediction of the YOLOv6 model is displayed in Fig. 9.

image-2024-05-19 1 PRAcerE02F &5 19 IMSGENROLF T2 T0657 35 a8 0enen2 o

co 0.8834 RBgerRO AESISH 107024 5

Fig. 9. YOLOv6- image prediction of partially occluded faces in low-light.

However, YOLOV6 proves that blocking can partially hide
dark luminance faces in an image. The model puts a bounding
box around a detected face and attributes a confidence score to
it, such as 0.8 or 0.3. These reflect the conviction of the model
in its successful detection. The higher the confidence score, the
more firmly the model believes in its accurate detection. The
face detection model shows good performance and
dependability when tested with real-world input, which comes
complete with both difficult lighting conditions and incomplete
face obstructions. Fig. 10 displays the output of the YOLOvV7
model when applied to the sample image.
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Fig. 10. YOLOV7- image prediction of partially occluded faces in low-light.

YOLOvV7 model detects faces that are partially obscured in
low-light settings by sketching blue bounding boxes with
confidence levels starting from 0.8 up to 1.0. The model does
proper face detection and localization within advanced
environments because it can rightly identify faces even under
difficult conditions which include masks as well as helmets and
poor lighting.

VI. DIsCusSION

In this research, the YOLOV6 and YOLOV7 performance for
detecting partially occluded faces under low-light conditions
was considered. The results show that deep learning YOLO
models are on the way to the occlusions problem even if it was
one of the most challenging tasks for face detection system in
the past. It has been found out that YOLOV7 beats YOLOV6 in
all major performance metrics which include precision, recall,
F1 and mAP. YOLOv7 produced 0.92 precision, which
exceeded YOLOV6's score of 0.90 while identifying relevant
objects, especially faces, which are partially hidden.
Furthermore, YOLOV7 had outperforming the recall ability of
detection (0.89 compared to YOLOv6’s 0.787) which gives a
hint that YOLOV?7 is good at detecting faces in various occlusion
levels therefore reducing false negatives. YOLOv7 shows
improved performance in face detection under occlusion, which
corresponds prior study that focus on advance feature extraction
method for face occlusion difficulties [22, 23]. YOLOv6 [28]
and [23] have better real-time results, accuracy and efficiency in
detecting faces in an occluded environment as well as in low-
light settings as opposed to conventional algorithms such as the
ViolaJones detector [28 Jand previous versions of the system
like Faster R-CNN [47]. Single-step detection algorithm of
YOLO is highly applicable in the reality field, whilst the E-
ELAN architecture of YOLOv7 [23] is more effective in
extracting features, thus strengthening features in adverse
conditions.

These benefits make YOLOv7 particularly suitable to the
real-life security and surveillance operations. This technological
improvement of YOLOV7 can be explained by various reasons.
To begin with, the application of E-ELAN allows YOLOV7 to
embrace more sophisticated and shadowed facial features, even
when there is a poor lighting, or when the face is partially
covered. This feature will give YOLOV7 a unique edge to handle
changes in facial orientation and partial blockages, which are a
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major issue in the face detection system. Moreover, the structure
of YOLOvV7 that combines different levels of face aggregation
helps it to achieve an increased accuracy rate as it is able to
locate smaller and less unclear faces better than YOLOV6 does.

The F1-score, which uses the harmonic average of precision
and recall to give an overall performance, show that YOLOV7 is
better than YOLOvV6 with values 0.90 and 0.845, accordingly.
The improvement in performance of YOLOv7 depicts its dual
capabilities as in precision face detection as well as lower false
positive rates in comparison to the previous version, hence it is
highly reliable for accuracy-first detection systems.

A. Training Time and Efficiency Considerations

This study proved that training times of YOLOv6 and
YOLOV7 were different. The experiments presented that it took
YOLOV6 44 min 25 s for training and YOLOV7 required only 1
h 19 min 32 s. YOLOV7 takes longer time to train, which may
not be suitable for latency-sensitive scenarios although it has
better accuracy. In real-time systems consideration must be
given to computation vs. detection performance when
employing these models. YOLOV7 is the better choice for
applications that are concerned with detection performance, as
it offers better accuracy and recall at the cost of slower training
in these cases [34].

B. Statistical Analysis and Significance of Results

The paired t-test's precision of performance improvement
shows statistical significance with YOLOV7. The statistical test
gave a p-value of 1.27x10°, which is significantly below the 0.05
threshold, thus demonstrating that YOLOvV7's performance
improvements are dependable and not caused by random
fluctuations. YOLOV7 performed well on partially masked face
detection, with the mean precision improvement of 0.028; this
value was statistically significant, as indicated by the 95%
confidence interval on the mean difference. The results support
previous studies, which indicate that YOLOV7 was superior to
the competing models in complex object characterization
missions due to its innovative components, including the
(ELAN) which significantly increases detection effectiveness in
low-light of occlusion situations [24].

C. Practical Implications

The enhancements shown by YOLOv7 for partially
occluding face detection lead to essential practical uses for
applications that depend on face detection, including security
systems and surveillance operations, and human-computer
interaction systems [35]. YOLOv7 delivers superior
performance in occlusion detection, which makes it the best
choice for surveillance systems operating in real-time, where
detecting faces in difficult conditions, such as dimly lit or
crowded areas, becomes crucial [36].

YOLOV7 is shown to have strong features to detect faces
when they are hidden by masks or helmets to prove its necessity
in the current world situation when masks and helmets are
commonly used to protect health-related factors. The system can
be combined with access control facilities, customer analytics,
and any other, where facial recognition can be utilized to
perform identification or authentication services. It is assumed
that the improved performance of YOLOv7 on accuracy and
recall should decrease the error rates, which occur in real-time
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application and hence, increase satisfaction with the results as
well as operational efficiency.

D. Ethical Consideration

YOLOV7 is a huge progression in facial recognition, even if
it brings up serious ethical concerns by itself with other occluded
face detection capabilities. The improvement of their accuracy
asked to pay more efforts in data protection among the security
measures [37]. Public and workplace environments, where face
recognition surveillance take place, cause privacy dangers as
these technologies can impinge on personal privacy without
appropriate monitoring or individual approval.

Using YOLOv7 and similar models in real-world
applications presupposes compliance with ethical standards
during their deployment by organizations [38]. These
technologies necessitate clear rules of the game that would
ensure their responsible application via transparent processes
established [39]. It is important that public spaces should have
systems in place that will allow individuals to opt out of facial
recognition technology, since they might not be informed or
agree to the sharing of biometric data.

The results of this research have great implications for
applications in the real world in relation to many aspects, such
as surveillance, security, and human-computer interaction. The
fact that YOLOV7 is able to identify faces with a high degree of
success in some difficult situations, like when a person puts on
a face mask or the amount of light is insufficient, makes the
algorithm offer great utility to applications related to the safety
of the crowd, monitoring, and access control.

Face masks gained ubiquity amid the COVID-19 pandemic,
and the identification of masked people in the social
environment became a crucial problem. The higher performance
of YOLOvV7 on these situations is a considerable benefit to
automated surveillance, access control, and other tasks, which at
times require more precise face detection on a real-time basis.

Additionally, the ability of YOLOv7 to perform face
detection in low-light areas opens up fresh possibilities of
application in night security contexts and other areas of poor
visibility, like parking lots, airports, or those offices with low-
light conditions where face detection is usually suppressed due
to poor lighting. Such conditions might result in more
dependable and effective security work done by the better
accuracy of YOLOv7.

VII. CONCLUSION

This research successfully evaluated YOLOv6 and YOLOv7
for detecting faces obscured by masks and helmets in low-light
conditions while showing important improvements in real-time
object detection. The evaluation demonstrates that YOLOv7
produces better results than YOLOV6 regarding precision and
recall, and F1-score, which positions it as the best model for
recognizing faces with masks and helmets, and other face
coverings.

The Enhanced Efficient Layer Aggregation Network (E-
ELAN) and improved feature extraction capabilities in
YOLOvV7 enable it to deliver better occluded face detection
results. YOLOV7 achieves high detection accuracy while
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simultaneously enhancing its capability to detect various
occlusion types because of its innovative features. A statistical
evaluation demonstrates that YOLOv7 delivers better precision
at a significant level, reinforcing its dependable enhanced
performance.

YOLOV7 clearly shows better results compared to YOLOV6
in accuracy as well as recall, although with a higher cost on the
computation resource requirements. YOLOV7 also takes more
training time than YOLOV6 and thus poses difficulties when it
comes to its deployment in real-time application. The trade-offs
between YOLOvV7 and YOLOV6 need to be carefully considered
by the researchers and developers to match model selection with
their needs of use. The practical implications of this research are
significant. The better ability to localize occluded faces would
be of great significance for security and surveillance systems,
human-computer interaction, and other domains that depend on
accurate face recognition. As face masks become a more
common accessory in daily life, as well — especially with the
world’s focus on global health, being able to identify people
when their faces are partially obscured or are covered by
something (like sunglasses) is increasingly useful. Furthermore,
YOLOVT's efficiency in detecting faces in low-light conditions
opens up new opportunities for deployment in environments
where visibility is compromised, such as at night or in poorly lit
spaces.

Despite such developments, there are a number of
limitations. The dataset used in the current research, even though
it has a certain level of heterogeneity, is not huge, and it may not
be a full-scale representation of a wide range of real-life
scenarios where occlusions can occur. Future studies are
suggested to aim at enriching the dataset by incorporating a
wider range of types of occlusions, both in variety and
complexity, as well as by investigating other environmental
contingencies, such as changing illumination conditions and
multi-object occlusions. Furthermore, the computational
demands of YOLOV7 necessitate a closer examination of its
efficiency, especially in scenarios requiring rapid inference
times.

In the future, it may be interesting to investigate if YOLOv7
can be combined with other state-of-the-art face detection
methods like RetinaFace and SSD to yield good results in
comparison to YOLOv7. Furthermore, the use of transfer
learning techniques may reduce training time for YOLOv7
without sacrificing accuracy and enable real-time adoption.

In  conclusion, YOLOv7 represents a significant
advancement in the detection of partially occluded faces,
offering superior accuracy and recall over YOLOV6. The ability
of the model to cope with occlusions, as well as to perform, even
during the low-light scenarios, makes it the architecture of
choice in face detection tasks in fields like security, surveillance,
and human-computer interaction. The improvements
demonstrated in this study have significant potential for real-
world applications, particularly in security, surveillance, and
other sectors reliant on face recognition technology. While there
are still challenges to overcome, particularly in balancing
computational efficiency with detection performance, the
continued evolution of models like YOLOV7 brings us closer to
achieving more robust, adaptable, and real-time face detection
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systems capable of addressing the complexities of modern
environments.

VIIl. RESEARCH LIMITATION AND FUTURE WORK

While this study provides valuable insights into the
performance of YOLOvV6 and YOLOvV7 for partially occluded
face detection, several limitations must be acknowledged. The
dataset used in this research consisted of only 500 images,
which, although representative of different types of occlusion,
may not fully capture the diversity of real-world scenarios.
Future studies should aim to expand the dataset to include a
larger variety of occlusions, facial expressions, and
environmental conditions, thus ensuring that the model can
generalize to more challenging and dynamic real-world
applications.

In addition, this study aimed at comparing two editions of
the YOLO model. In the future, we may consider incorporating
extra strong models (e.g., RetinaFace or SSD) to further invest
in their strengths of recognizing occluded faces. Secondly,
adding more challenges (e.g., hard lighting conditions and
occlusions), e.g., multi-object occlusion or heavy mask, to the
dataset may give us some hints on the generalization of our
model.
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