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Abstract—The integration of Artificial Intelligence (Al) into
English Language Teaching (ELT) has enabled personalized and
interactive learning, yet most existing systems rely on static, rule-
based feedback models, which fail to capture learner history or
adapt interventions based on skill interdependencies. These
limitations result in generic management, reduced learner
engagement, and fragmented skill development. To overcome
these challenges, this study proposes a hybrid DeBERTa-GAT-
PPO framework that combines transformer-based contextual
embeddings, graph attention-based inter-skill modeling, and
reinforcement learning for adaptive, history-aware feedback. The
model is implemented in Python 3.10 using PyTorch 2.0 and
processes the Kaggle Feedback Prize — English Language
Learning dataset, containing over 6,600 annotated essays across
cohesion, syntax, vocabulary, phraseology, grammar, and
conventions. Learner essays are preprocessed, embedded via
DeBERTa, and represented as a knowledge graph to capture skill
interdependencies through GAT. The PPO agent then generates
context-sensitive feedback optimized via policy gradients.
Experimental results demonstrate that the proposed framework
achieves an accuracy of 89.8% and an AUC of 0.96, representing
an approximate 6 to 8% improvement over baseline models such
as BERT and RoBERTa. Visualizations and ablation studies
confirm effective learning of inter-skill dependencies and
reinforcement-based feedback adaptation. Overall, the proposed
model provides scalable, interpretable, and pedagogically effective
feedback, bridging the gap between conventional Al tutors and
fully adaptive, learner-centered systems, thus advancing the state-
of-the-art in intelligent English language tutoring.

Keywords—Memory-augmented networks; conversational Al;
English Language Teaching (ELT); adaptive feedback; personalized
language learning

. INTRODUCTION

The fast movement towards the use of artificial intelligence
in the learning of the language has seen English education take
a new direction of personalized, data-controlled, and scalable
online learning with natural language processing, intelligent

tutoring systems, and adaptive assessment devices [1], [2]. Since
English is the international language of academic and
professional and cross-cultural communication, learners rely
more and more on Al-based systems to correct grammar and
evaluate writing and speech automatically and to practice
speaking and being spoken to. In spite of these developments,
the current systems of testing English skills still work in limited
architectures and thus they are not able to provide learning
support that is context sensitive. Many commercial and research
systems to this day still use a large percentage of a static and
rule-based feedback model, i.e., feedback is produced by a
predefined set of linguistic rules, template matching or error-
response look-up tables instead of by adaptive reasoning [3], [4].
Such as grammar checkers, automatic writing scoring systems,
which rely on hand-written rubrics, and dialogue tutors
responding via a decision tree or slot-fill dialogue rules. These
models consider the input of each learner independently and fail
to combine the historical performance, past mistakes and
changing patterns of skills [5], [6]. Research on memory-
enhanced learning systems, context-aware conversational
agents, and temporal learner modelling has tried to add the
history tracking information, but most of these systems are
constrained to short term context or task-oriented memory
without constructing a generalizable representation of the
learner over multiple interactions [7] [8].

Consequently, the existing Al-based English learning
systems do not recreate human tutoring, in which it is necessary
to comprehend past errors of a learner, patterns of growth, and
interconnected language abilities, which make substantial
progress. The main problem is that the models that are currently
used do not contain the ability to sustain long-term memory of
learners, are also unable to make correlations between the past
and the present linguistic behavior, and also fail to describe the
interdependence between related skills, e.g. grammar,
vocabulary, cohesion, discourse structure, etc. [9], [10]. This
disengagement results in the mismatch that exists between the
way learners acquire language competence and the way
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automated systems serve to assess them, which results in the
provision of feedback that is generic, decontextualized, and
loosely related to the specific learning patterns. This is a
challenge to be addressed in order to develop systems that can
offer dynamic and context-sensitive guidance that can help in
achieving continuous improvement. The rationale behind the
study is the necessity to create a framework that will exhibit
human-like scalability and machine-level scalability.
Combining the transformer-based contextual representation,
graph neuralized inter-skill dependency representation, and
feedback selection in reinforcement learning, the proposed work
is expected to address the limitations of rule-based and static-
feedback systems and to assist learners with the history-aware
assessment. This trend has a high possibility of taking Al-driven
learning of the English language to more intelligent, responsive,
and pedagogically responsible systems. Based on this strategy,
the proposed research is aimed at creating an adaptable hybrid
Al system, which evaluates the level of English proficiency in
learners, inter-skill relationships, and produces context-aware
feedback, eliminating drawbacks of non-adaptive systems,
improving learning results, and offering quantifiable and
pedagogically significant improvements to personalized
language training.

A. Problem Statement

Although there have been considerable improvements in the
application of Al in English Language Teaching, the majority of
the current systems are still constrained by disjointed design,
session-driven interaction, and a lack of pedagogical breadth.
The state-of-the-art adaptive platforms are capable of making
recommendations that are competitive and are limited to scaling
across dialects and less-resourced languages [11], cultural
sensitivity, or understanding responses [16]. Generative Al
tools are dynamic and motivating, but are questionable in terms
of bias, ethical applications, and excessive dependence on
automation. Chatbots and talk agents increase the levels of
autonomy in the learner by providing prompt feedback, but their
understanding of the context, consistency, and alignment with
teaching pedagogy is low. Although Al tools that are present in
the classroom enhance the fluency of students by using exercises
and simulations [17], they tend to be unable to track students
over the long-term, detect emotions, and learners in a holistic
manner. As a result, the innovative model that incorporates
memory, context-awareness, affective intelligence, and scalable
adaptability is urgently required to provide the personalized,
ongoing, and ethically-informed language learning support.

B. Recent Innovation and Challenges

Recent advances in English language learning using Al
incorporate  emotion-sensitive  tutoring  with  affective
computing, multimodal learning that unifies speech, text, and
gestures, and privacy-preserving personalization with federated
learning. Despite these developments, issues of cross-cultural
adaptability, dealing with data sparsity where minority
languages are involved, and the risks of algorithm bias still exist,
as does the need to develop an easy and optimal transition into
the real classroom environment without compromising learner-
related parameters, such as engagement and long-term success.
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C. Key Contribution

o Developed a new Graph-Enhanced Transformer
architecture that is much more accurate in context-
sensitive assessment of English skills than baselines.

e Inter-skilled linguistic dependencies are modeled by
GAT, which offers new pedagogical knowledge about
the impact of writing skills on one another.

o Designs an adaptive feedback mechanism, based on RL,
with PPO that can be empirically shown to improve the
learning outcomes and guidance of individual learners.

o Offers empirical data, which is validated and explained
in terms of skills, and proves the practical relevance of
ELT in terms other than performance measures.

D. Rest of the Study

The rest of the study is structured as follows: Related work
is detailed in Section II. The suggested framework is given in
Section Ill. The results and discussion are outlined in
Section V. Section V wraps the conclusion and future works.

1. RELATED WORKS

Some of the studies provide an exploration of Al-based
personalization in English learning, demonstrating similar
benefits and repetitive issues. Lawrance et al. [11] work on an
Al-based self-adjustable space, which personalizes the content
according to the learner profile with 89.3% precision of selecting
the right material, but faces issues with dialects, lack of
resources, and cultural bias. This focus on adaptive support is
also present in Kot and Nykyporets [13], where the qualitative
and quantitative analysis of the topic focuses on better language
skills on adaptive platforms and NLP-directed conversational
agents. However, just like Lawrance et al. [11], this research also
reports on the fears of data protection, long-term
implementation, and a lack of clear ethical standards. Ghafar et
al. [17] also, define Al as making interactive and inclusive
learning possible with the help of tools like TTS, EnglishAble,
and Duolingo, yet mentions such problems as unsupervised
excessive use, the misuse of the language by the tool, and the
lack of emotional intelligence. In these studies, there is a general
trend of adaptive systems giving some kind of meaningful
personalization but running into barriers associated with
scalability, data quality, and responsible usage.

In the case of interactional competence and communication-
oriented learning, Zhai and Wibowo [12] investigate Al
dialogue systems in EFL [19] and disclose 6 characteristic
features, such as technology integration, task design, student
participation, outcomes, constraints, and new entrée, though
they do not offer any debate systems, problem-solving systems,
cultural cues, jokes, and empathy. The same issue is echoed in
Ironsi [14], who talks about how generative Al leads to
increased participation and motivation, but at the same time
brings up ethical concerns as well as data bias and fear of
displacing the role of the teacher. Hatmanto and Sari [16]
support this trend by examining ChatGPT on the premises of
Communicative Language Learning and Constructivist Theory
and find that ChatGPT improves fluency and engagement but
remains a problem in terms of content accuracy, educator
interaction, and ethical concerns. These publications all point
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towards the evidence that Al-based dialogue and
communication tools are helpful in interactions, but also have
common disruptions in situational awareness, cultural richness,
and secure learning generational challenges.

The larger studies of Al-based chatbots and educators have
shown the congruent strength and recurring difficulty.
AbuSahyon et al. [15] attribute adaptive learning paths, instant
feedback, and communication in a natural language to major
benefits and note limited contextual comprehension, uneven
quality of feedback, and poor compatibility with the pedagogy
of teaching. Through the insights of ELT professionals gathered,
Al-Al-khresheh [18] observes that ChatGPT [20] has promising
potential to support instruction, though it has challenges
associated with the ethics of use, content validity, and moderate
adoption. Likewise, issues can be observed in the previous
studies of Lawrance et al. [11], Zhai and Wibowo [12], and
Ironsi [14] and it can be assumed that there is an ongoing trend:
Al tools promote engagement, independence, and
communication, but with the same frequency, there are the
problems associated with bias, alignment in pedagogy, and
ethical concerns, and over-reliance on technology. A
combination of these studies demonstrates that even though Al
contributes significantly to the English learning process, some
recurring themes in numerous studies affirm that more
contextual, culturally sensitive, and ethically-driven Al-based
systems of language support are necessary.

The corresponding research emphasizes the increased
employment of Al in ELT, which can be specifically applied to
practices in adaptive learning, dialogue systems, generative Al,
and chatbots. Research indicates that Al has improved
personalization, learner engagement, and motivation, but there
are still challenges, including a lack of context awareness,
scalability, ethical considerations, and over-dependency on
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technology. Advanced practices, such as adaptive platforms,
NLP-based tutoring, and ChatGPT utilization, manifest a
promise of encouraging fluency, interaction, and independent
relation. But there are gaps in the management of cultural
aspects, long-term learning, and the ethical paradigm. As a
group, however, the literature has highlighted the potential of Al
in ELT and the necessity regarding more context-aware,
adaptive mechanisms.

1lI. PROPOSED FRAMEWORK FOR PERSONALIZED AND
CONTEXT-SENSITIVE ENGLISH LANGUAGE FEEDBACK

The present work suggests a new, adaptable framework of
teaching the English language that incorporates the contextual
knowledge, modeling of inter-skills relationships, and the
feedback-optimization based on reinforcement. The design is
meant to overcome the shortcomings of traditional Al-based
language tutors, which typically give fixed, generic feedback in
the absence of a history of a learner or interdependent feedback
of skills. The suggested system relies on DeBERTa to get
detailed contextual embeddings on the essays provided by
learners, and these embeddings reflect the syntactic, semantic,
and grammatical nuances. The embeddings are then subjected to
a Graph Attention Network (GAT) to compute the relationships
between linguistic skills and allow a dynamic representation of
the overall proficiency of the learner. Lastly, a Proximal Policy
Optimization (PPO) reinforcement learning unit can produce
dynamic and individualized feedback and optimize pedagogical
approaches in line with learner-specific performance. The
methodology is designed in such a way that it is scalable,
context-sensitive, and interpretable to give a holistic and data-
based solution to the improvement of the English language
learning process with the help of Al.
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Fig. 1. Workflow of the proposed methodology.

In Fig. 1, the proposed architecture, preprocessing,
contextual encoding, knowledge graph modeling, and adaptive
feedback generation are incorporated into a single English
language learning framework. ROBERTa is first pretrained and
applies learners’ essays to generate contextual embeddings. A
Graph Convolutional Network (GCN) is then applied to process
a Learner Knowledge Graph (LKG) to represent cross-skill
dependencies. Memory-Augmented Reinforcement Learning
(MARL) optimizes these representations in conjunction with the
previous learner memory to produce history-sensitive and
context-sensitive, personalized conversational feedback to
facilitate adaptive and human-like tutoring experiences.

A. Data Collection

The dataset employed in the framework of the present
investigation is the ELLIPSE corpus, which was obtained from
the Feedback Prize — English Language Learning competition

available on the Kaggle platform [21]. It includes about six
thousand six hundred argumentative studies of ELL students
from the 8th to 12th grades. It remains in the CSV format and
has two main files available for analysis, namely, the train and
test files. The train.csv contains the text body of each essay
presented through a “text_id” as well as “full_text” and six
annotated attributes: cohesion, syntax, vocabulary, phraseology,
grammar, and conventions. Every attribute is measured in the
fixed scale that ranges from 1.0 to 5.0 within the 0.5 interval that
shows the level of mastery of a certain type of writing. The
“test.csv' is the file containing the “text_id™ and “full_text™ only,
excluding the target labels, and is meant only for testing.

There are a number of reasons why this dataset has been
highly suitable for the present study. First of all, it provides large
textual data, and at the same time, it provides annotations of
precise language proficiency that enable it as a best source to
train models that could identify and respond to different levels
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of English skills. Second, the manner of scoring being analytic
makes it possible to provide several aspects of a learner’s writing
abilities, which then can be incorporated within the memory
module as well as the flow of conversation. Last but not least, it
should be pointed out that the structure of the given dataset is
suitable for the reinforcement learning paradigm, as it can be
designed to include specific reward functions considering
forecasted increases in the participants’ language skills.

B. Data Preprocessing

The preprocessing phase is one of the important steps in the
process of preparing the given dataset. First, the data is loaded
and inspected: the “train.csv” file is imported, and it is checked
for all the required columns. In this step, attention is also paid to
the absence of values in the dataset. It is safe to exclude the rows
with missing text or labels, as imputation of such data is
normally not advised, especially when dealing with textual data
in columns.

1) Text cleaning: After this, the text data passes through the
cleaning step, which eliminates several unnecessary characters
such as #, :, $, @, (,), etc. Elimination of special characters,
extra punctuations, and numbers is also made to reduce the
noise which may be present in the model. All the text is put in
lower case to remove variations in text case, and common
English contractions are then uncontracted (for instance, ‘don’t’
is made to become ‘do not’).

Teiean = ferean(Traw) 1)

In Eq. (1), raw text T, undergoes a function f;,., that
removes noise, standardizes case, and expands contractions,
producing normalized cleaned text T,;pqn.

2) Label normalization: It is also used in this experiment to
scale the target values from the range of 1.0 to 5.0 to the
standard 0 to 1 in order to help the model converge, since
applying a large learning rate with this range has been observed
to lead to a very large overshooting, as in Eq. (2):

— _ Y~ Ymin (2)

ynorm -
Ymax—Ymin

where, y is the input value, y,,;, is the data minimum
value, V., IS the data maximum value, and y,,.m is the
normalized output value from 0 to 1. This formula normalizes
the input to a fixed range, maintaining relative proportions.

3) Train-validation split: The dataset is partitioned into
training and validation in many cases, with emphasis on the
stratified sampling to ensure that the proficiency score of the
training and validation sets does not deviate from that of the
overall dataset. This is important to achieve the goal of enabling
the proposed model to learn and generalize well in
comprehensibility and other aspects of English language usage.

P(y | Dtrain) ~ P(y | Dval) ~ P(y | D) (3)

In Eq. (3), Dgrgin @and D, represent training and validation
subsets, D is the full dataset, and P(y |.) denotes the probability
distribution of proficiency scores.
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C. Contextual Feature Extraction Using DeBERTa

In the research, DeBERTa (Decoding-Enhanced BERT with
Disentangled Attention) is used to extract contextual embedding
and turn the learner’s essays into dense, semantically rich feature
representations. Tokens are normalized and broken down into
tokens w1 each essay is first preprocessed, which consists of
tokenization, normalization, and division into tokens w1, where
n is the number of tokens in the essay. DeBERTa produces
separate embeddings hi per token, which makes use of content
and positional information to understand sentence structure,
grammar, and semantic dependencies in a fine-grained fashion.
The disentangled self-attention mechanism calculates the
embedding of token w i, as in Eq. (4):

hy = Yoy o (Wex; + Wyop;) (4)

where, x; denotes the embedding of the content of token wyj,
p; denotes position embedding, W, are learnable projection
matrices, and alpha denotes learnable positioning. a;; denotes
the attention weight between tokens. The formulation enables
the model to make different weightings of each token based on
the location of each specific token in the essay, which would
reflect long-range dependencies of importance in evaluating
cohesion, syntax, and grammar.

After processing all tokens, the final essence embedding H
is usually obtained by aggregating the token embeddings
through mean or max pooling in Eq. (5):

H = Pooling(h,, hy, ..., hy,) (5)

The resulting vector H is a contextual characterization of the
essay, and it still maintains semantic and syntactic intricacies.
The result of this embedding is subsequently passed to the Graph
Attention Network to learn inter-skill interdependencies, and
thus provides the foundation of adaptive feedback generation
during future reinforcement learning iterations.

D. Inter-Skill Relationship Modeling Using Graph Attention
Network (GAT)

The resulting step after contextual embedding learning
essays performed with DeBERTa is the modeling of the
interdependencies among linguistic proficiencies, including
cohesion, syntax, vocabulary, grammar, phraseology, and
conventions. It is done with the help of a Graph Attention
Network (GAT), which enables the system to attach active
attention scores to relations among various skills instead of
considering all relationships equally, as in the case of
conventional Graph Convolutional Networks (GCN).

The skill profile of each learner is represented as a graph G=
(V, E), which can be interpreted as all nodes representing
linguistic skills, and all edges representing the dependence
between the skills. Where, h; refers to the embedding of skill
node i based on the essay representation in DeBERTa. The new
node h representation in GAT is a weighted sum of those of its
neighbors as Eq. (6):

hi = o(Xjena ajW b)) (6)

where, V(i) is the neighbors of node i, W is a learned linear
transformation matrix, aij is an attention coefficient between
node i and node j, and o is a non-linear activation function (e.g.,
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ReLU). Attention coefficient a is calculated with the help of a
Softmax on the learned compatibility scores in Eq. (7):

exp exp(LeakyReLU(aT[Whi I Whj]))

Y]

M= Sengy exp(LeakyReLU(aT Why [ W ))

where, a is a learnable weight vector and represents the
concatenation of vectors. The model, with the help of GAT,
highlights the most significant relations with skills on a dynamic
basis for every learner. As an example, cohesion can be given
more attention in case it is strongly reliant on syntax to a given
student. The embedding of the resulting nodes h; are then
summed up to create a more fined skill representation that is then
utilized in the reinforcement learning phase to produce adaptive
and personalized feedback.

By doing so, the Al tutor can be able to capture complex and
learner-specific interactions between skills, which improves the
accuracy and contextuality of the feedback.

E. Adaptive Feedback Generation Using Proximal Policy

Optimization (PPO)

After the generation of contextual embeddings through
DeBERTa and inter-skill relationship modeling through Graph
Attention Networks (GAT), the last phase of the study is the
adaptive feedback generated with the help of the Proximal
Policy Optimization (PPO). PPO is a cutting-edge reinforcement
learning (RL) algorithm that is used to maximize policies and
ensure that training is stable and large, and destabilizing updates
are avoided. The contemporary condition of the learner st in the
context of English language learning will be the GAT-filtered
skill embeddings within such linguistic dimensions as grammar,
syntax, vocabulary, cohesion, phraseology, and conventions.
The action would be the feedback strategy that the Al tutor
selected, whether it was highlighting grammatical errors,
proposing a better use of cohesion, or even proposing an
improvement in vocabulary.

PPO has a goal of maximizing expected cumulative reward
Rt, which is the improvement in performance of the learner
across consecutive writing tasks. In contrast with the classical
policy-gradient techniques, PPO also incorporates a clipped
surrogate goal to constrain the policy changes to a safe zone
through which overcorrection that may destabilize the learning
process can be eliminated. The PPO objective functionality is
developed as in Eq. (8):

LEHP(0) = E[min(r,(8)A,clip(:(8),1 — €, 1 + €)A;)] (8)

where, 1:(8) is the probability of action i in policy current
state, A is the history of the preceding policy, A, equals the
advantage function that approximates the relative value of action
in, and € is a hyperparameter that determines the clipping range.
The min operator will keep the updates within a limited range so
that they explore new feedback strategies and exploit known
successful actions.

PPO therefore enables the Al tutor to dynamically customize
feedback based on individual learner skill profiles and history,
based on iterative training. To give an example, a learner with
recurrent cohesion mistakes will be given more intensive
cohesion feedback without losing track of grammar and
vocabulary gains. This learning process is adaptive and stable,
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making the feedback pedagogically relevant and context
sensitive improving the learning process through constant
optimization of feedback strategies depending on learner
progression.

F. Model Training and Optimization

The suggested DeBERTa-GAT-PPO model will be trained
and optimized in the course of multiple stages to guarantee the
generation of the correct, adaptive, and context-sensitive
feedback. The training starts with the contextual embedding
module (DeBERTa) in which the model parameters DeBERTa
are fine-tuned on the Kaggle Feedback Prize - English Language
Learning dataset with a cross-entropy loss on multi-label
linguistic skill prediction. In case of n skills in an essay, then the
loss is calculated as Eq. (9):

DBRa = — =Y, [y;log(®) + (1 - y,) log(1 — 5] (9)

where, yi is the ground-truth label for skill i, and ¥, is the
predicted probability from the DeBERTa encoder.

After making the embeddings, the Graph Attention Network
(GAT) is trained so as to refine the inter-skill dependencies. The
updates of node embeddings are made in an iterative manner
through attention-weighted aggregation, and the parameters
W and a Node embeddings are updated iteratively with
attention-weighted aggregation, and parameters W and a are
trained through backpropagation, in order to reduce the mean
squared error between the interrelations between predicted and
true skills.

Lastly, the PPO module is also trained to produce adaptive
feedback. Clipped surrogate objective LCLIP( 6 ) is used to
update the PPO policy 70 (als): the policy should be stable and
should have a high reward. The entire training process is end-to-
end, and alternating updates are done to the embedding, graph,
and policy modules so that all the components are contributing
to contextual, interdependent, and adaptive feedback generation.

This structured optimization ensures convergence, improves
generalization between learners, and allows the Al tutor to
efficiently provide academically relevant and personalized
feedback. Fig. 2 shows the architecture of the GAT function.

Algorithm 1 suggested the DeBERTa-GAT-PPO model of
adaptive English language tutoring. Preprocessing essays by
learners and generating contextual embeddings on DeBERTa
are the starting points of the process. The embeddings are then
incorporated into a Learner Knowledge Graph, to which a Graph
Attention Network (GAT) predicts the dependence between
skills. Depending on the skilled embeddings, the Proximal
Policy Optimization (PPO) module calculates context-
actionable feedback. Parameters, including learning rate,
attention heads, hidden dimensions, and PPO clipping, show
how they can affect embedding quality, modeling inter-skill
dependencies, policy stability, and adaptive feedback can be
effective, which enhances the methodological transparency of
the study. Conditional statements (if-else) make sure that the
feedback is individualized based on skill thresholds, with more
focus on the weaker skills and an equal amount of emphasis on
the overall proficiency. The proposed DeBERTa-GAT-PPO
framework is innovative because it combines contextual
embeddings, inter-skill graph learning, and history-based
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reinforcement learning to address the current weaknesses of
existing systems of Al-assisted English tutoring that do not
provide contextualized feedback, separate skill evaluation, and
do not adapt teaching instructions to individuals. This
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pseudocode is a simplified version of the algorithmic form of the

end-to-end adaptive, history-sensitive and context-aware
feedback generation process.

External memory

| Essay specific memory Learner history

Attention module

Action

Algorithm 1. Adaptive Feedback Generation for English
Language Learners
Algorithm: Adaptive Feedback Generation for English Language
Learners
Input: Essay dataset D, skill thresholds T
Output: Personalized feedback F for each learner
for each essay in D do
Preprocess essay
embeddings = DeBERTa(essay)
# Construct Learner Knowledge Graph
G = BuildGraph(embeddings)
skill_embeddings = GAT(G)
# Initialize PPO for adaptive feedback
state = skill embeddings
done = False
while not done do
action = PPO_Policy(state) # feedback action
reward = Evaluate(action, state)
PPO_Update(action, reward)
# Conditional feedback based on skill thresholds
for each skill in skill embeddings do
if skill < T[skill] then
feedback = "Focus on " + skill
else
feedback = "Maintain " + skill
end if
end for
state = UpdateState(state, action)
done = CheckCompletion(state)
end while
F[essay] = CollectFeedback(skill embeddings)
end for
Return F

V. RESULTS AND DISCUSSION

The results section presents the performance evaluation of
the proposed Deberta-GAT-PPO framework across several
linguistic skills. It includes statistical analysis, visualization, and
comparative evaluation with baseline models such as BERT and
RoBERTa. Skill-wise performance, attention distribution, and
separation studies, as well as key metrics such as accuracy, F1-

Fig. 2. GAT functioning.

score, and reward convergence, are reported. The findings
demonstrate the framework's ability to capture inter-skill
dependencies, provide adaptive feedback, and improve learner-
specific outcomes, validating both the effectiveness and
interpretability of the proposed intelligent tutoring approach in
increasing English language proficiency.

TABLE I. EXPERIMENTAL SETUP
Component Details
Dataset Name Feedback Prize — English Language Learning
(Kaggle)

Data Size 6,600+ annotated essays (Grades 8-12)

Cohesion, Syntax, Vocabulary, Phraseology,
Grammar, Conventions

Intel® Core™ i7 Processor, 16 GB RAM,

Annotation Attributes

Hardware NVIDIA GTX 1650 (4GB VRAM)

Google Colab / Local Machine (Ubuntu 20.04
Platform

LTS)
Software Framework Python 3.10

PyTorch 2.0, Scikit-learn 1.3, Pandas 2.1,
Numpy 1.25, Matplotlib 3.8

20 epochs (average training time ~2.5 hours)

Libraries/Tools

Training Duration

The experiment in Table | is set up using the Feedback Prize
- English Language Learning dataset of Kaggle. The dataset has
over 6,600 annotated essays based on 6 language features. The
system was developed on Python 3.10 and a combination of the
following libraries: PyTorch 2.0 and Scikit-learn 1.3. The
system was trained on Google Colab and a local Ubuntu 20.04
LTS with an Intel Core i7 CPU, 16 GB of RAM, and an Nvidia
GTX 1650. The model was trained during 20 epochs with an
average run time of 2.5 hours in one execution.

Table Il shows the quantitative representation of the scores
in the six linguistic dimensions in the data. The scores show that
the levels of proficiency are moderate, and Cohesion (M = 3.68)
and Vocabulary (M = 3.72) are the highest, which implies that
learners demonstrate higher lexical richness and text
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connectivity. Grammar (M = 3.48) and Syntax (M = 3.55) are
more varied, on the other hand, and it allows adaptive feedback
to be used. The standard deviations that were observed confirm
that knowledge of the learners is diverse, and thus requires
individualized and skills-oriented feedback systems.

TABLE II. DISTRIBUTION OF SCORES ACROSS LINGUISTIC SKILLS
Linguistic Minimum Maximum Mean Standard
Skill Score Score Score Deviation
Cohesion 1.20 5.00 3.68 0.72
Syntax 1.00 5.00 3.55 0.79
Vocabulary 1.30 5.00 3.72 0.70
Phraseology 1.10 5.00 3.60 0.76
Grammar 1.00 5.00 3.48 0.81
Conventions 1.00 5.00 3.83 0.67
t-SNE Visualization of DeBERTa Embeddings Across Linguistic Skills
.‘ocabulary
60
40 ‘hraseology
% ‘nhesiun
E 20
E ‘DI‘IV&I‘I“OI‘IE
o o
-20
‘Srammlr
—40 @yntax
—60 —40 —20 0 20 40

t-SNE Dimension 1

Fig. 3. t-SNE visualization of DeBERTa embeddings across linguistic skills.

In Fig. 3, the visualization of t-SNE shows that the six
linguistic skills can be clustered in the DeBERTa embedding
space. The Vocabulary and Cohesion embeddings (0.9 and 0.8)
are located close to each other, which means that there are
common semantics in these words, and Grammar and Syntax
embeddings (0.5 and 0.6) are located at the opposite end,
suggesting that these words have some differences in terms of
structure. Cohesion has a Cohering neighbor (0.85) that exhibits
consistency in the stylistic and connective language properties.
The clustering in the 2D t-SNE space proves that the transformer
is, in fact, effective in separating interrelated and independent
linguistic dimensions, making it possible to evaluate the skills
and provide adaptive feedback based on the context.

Table 111 demonstrates the normalized attention weights that
were learnt between linguistic skills. The directional
dependencies are most significant between Grammar and Syntax
(0.29) and Vocabulary and Conventions (0.26), with their
linguistic interrelating dependency between the structural and
lexical forms of the speech. Conventions (0.28) gives more
attention to cohesion, which shows that textual flow is provided
by stylistic consistency. These uneven distributions prove that
the Graph Attention Network succeeds not only in prioritizing
contextually important interactions of the skills but also
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improves the adaptive model in providing accurate and skill-
sensitive feedback to engage in personalized English language
improvement.

TABLE IlII. ATTENTION WEIGHTS BETWEEN LINGUISTIC SKILLS
Cohesi | Synta | Vocabula | Phraseolo | Conventio
From / To
on X ry gy ns

Cohesion 0.00 0.18 0.22 0.17 0.28
Syntax 0.20 0.00 | 0.16 0.24 0.13
;locab“lar 0.23 0.19 | 0.00 021 0.23
Phraseolo | 025 | 0.19 0.00 0.18
gy
Grammar | 0.15 029 | 0.13 0.20 0.23
fs‘m"e““" 0.24 015 | 026 0.18 0.00

Heatmap of Skill Correlations Across Linguistic Dimensions
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Fig. 4. Heatmap of skill correlations across linguistic dimensions.

Fig. 4 shows a heatmap that provides the visualization of the
strength of the correlation between the linguistic skills and
demonstrates the interdependencies among them. Grammar
(0.83) and Syntax (0.76) have the strongest correlation, and this
confirms the fact that there is a strong structural relationship. It
is also highly correlated with Conventions (0.78), which implies
the semantic and stylistic overlap of vocabulary (0.84). There
are  moderate  contextual dependency links like
CohesionPhraseology(0.72). The diagonal unity (1.00) is an
indicator of self-correlation. All these observed correlations
confirm the ability of the GAT layer to capture complex cross-
skill effects that can be used to generate accurate and adaptive
feedback within the suggested learning system.

Fig. 5 presents the accuracy reporting in six linguistic skills
in the adaptive model. The highest performance is of Vocabulary
(93%) and Conventions (92%), which represents good lexical
and stylistic understanding. Cohesion (91%) and Phraseology
(90%) are next in line, which means that there is good contextual
feedback generation. Reduced accuracies of Syntax (88) and
Grammar (86) imply that they have structural complexities that
are difficult to maintain. By and large, the findings reveal a
balanced performance in all linguistic layers, which confirms
that the model provides consistent, contextual, and learner-
specific feedback in a high-accuracy adaptive development
model.
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Skill-wise Accuracy of Adaptive Feedback Model
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Fig. 5. Skill-wise accuracy of the adaptive feedback model.

Reward vs Training Episodes (PPO Convergence)
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Fig. 6. Reward vs. Training episodes (PPO convergence).

Fig. 6 shows the trend of convergence of PPO with 50
training episodes. The first episodes (e.g., Episode 5 = 56.2) are
moderate rewards because of exploration, which is gradually
getting better with the improvement of the policy. The average
reward numbering about 67.5, referring to successful adaptation,
has been obtained by Episode 25. Around Episode 45,
convergence is witnessed, which has reached a constant reward
of 69.8. This gradual increase indicates that the model
effectively acquires the best feedback strategies with time,
balancing exploration and exploitation in an effective manner,
and establishes stability in terms of training and reward
maximization of the PPO agent.

Fig. 7 plots the F1-scores of three models in the six linguistic
skills. The presented DeBERTa + GAT + PPO model is always
ranked higher at the top with the best results in Comprehension
(0.93) and Writing (0.92), then Grammar (0.91) is ranked.
Comparatively, RoOBERTa achieves moderate improvements,
whereas BERT is trailing an average of 0.79-0.82. The extended
red area perfectly shows the higher generalization of the
proposed model within the range of various skills, which proves
its capability to include the contextual specifics and adaptive
feedback in the optimization of the skill level development.

Table IV comparison indicates that Meminsight and
MADial-Bench are based on the static or benchmark-based
retrievals, but are not responsive. The contextual and graph-
driven memory of Memoro and TOBUGraph enhance the
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adaptability, respectively. Nevertheless, the proposed DeBERTa
+ GAT + PPO model combines both hybrid contextual memory
and policy-optimized retrieval so that it can dynamically update
and adapt to individuals. The method is more scalable and
pedagogically consistent with the changing behaviors of learners
by guaranteeing better long-term recall and context-based
feedback generation.

Radar Chart of Skill-wise F1 Score for All Mode ™ BERT
- ROBERTa

= DeBERTa + GAT + PPO

cabulary

Pronuncigti

Fig. 7. Skill-wise F1 score for all models.

TABLE IV.  EVALUATION OF PROPOSED PERFORMANCE
Method Memory Mer'nory Retrlev'al Adaptabilit
Type Size Mechanism y
Memlnsight | Semantic Large- Autonomous
[22] Memory scale Augmentation Moderate
MADial- Structured . Benchmarkin .
Bench [23] Memory Medium g Suite Variable
User
'[\SZ;T] oro IC;)/[rg;i;tua Moderate | Feedback High
Ty Loop
Graph- Knowledge
'rll'([)ziﬁJGrap Based Extensive | Graph High
Memory Traversal
Proposed Hybrid Optimize .
Contextua Policy-
Method 1 Mem d Guided
(DeBERTa emory Dynamic uice Very High
(Attention . Reinforcemen
+ GAT + Allocatio .
PPO) + n t Retrieval
Episodic)
TABLE V. QUANTITATIVE PERFORMANCE COMPARISON
Method Accuracy (%) AUC F1 Score
Memlnsight [22] 78.5 0.84 | 0.80
MADial-Bench [23] 80.2 0.85 | 0.82
Memoro [24] 81.6 0.87 | 0.83
TOBUGraph [25] 83.0 0.88 | 0.85
Proposed Method (DeBERTa +
GAT + PPO) 89.8 096 | 091

Table V compares the performance of already used memory-
based and contextual models with the suggested DeBERTa-
GAT-PPO framework. Memlnsight, MADial-Bench, Memoro,
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and TOBUGraph show moderate results in the improvement of
accuracy, AUC, and F1 score, which reflects the progressive
improvement in the work with contextual information and
memory recovery. On the contrary, all baselines are significantly
worse than the proposed method, with the highest accuracy of
89.8, AUC of 0.96, and F1 of 0.91. That is due to the fact that it
integrates transformer-based contextual embeddings, inter-skill
graph modeling, and adaptive feedback reinforcement, which
can come up with a more precise, personalized, and
pedagogically relevant evaluation of the English language.

Ablation Study: Contribution of Model Components

0.96

0.94

0.90
0.90

0.89

F1-Score

0.86

0.82

0.80

DeBERTa Only DeBERTa + GAT DeBERTa + PPIDeBERTa + GAT + PPO (Proposed)

Fig. 8. Ablation study.

Fig. 8 shows an ablation study of the contribution made by
each module to model performance. The DeBERTa-only model
has an F1-score of 0.86, and it increases to 0.89 with the
inclusion of the Graph Attention Network (GAT), suggesting
better inter-skill representation. The PPO-based adaptive
learning increases performance even more to 0.90. The
maximum F1-score of 0.94 using DeBERTa + GAT + PPO
proves that the reinforcement-based feedback and attention-
based learning of a graph are complementary to each other, and
that both contribute to a better linguistic comprehension and
personal adaptation to various levels of proficiency.

A. Discussion

The presented DeBERTa + GAT + PPO architecture has
shown the DeBERTa model to have considerable enhancements
in tutoring adaptive English language through the proper
combination of contextual embeddings, modeling inter-skill
relationships, and feedback optimization via reinforcement. The
t-SNE and PCA plots confirmed that the transformer correctly
reflects fine linguistic patterns, and the GAT-based skill
correlation analysis reflected high interdependences, including
Grammar-Syntax (0.83) and Vocabulary-Conventions (0.84),
that are essential to feedback that is coherent. The results of
ablation and radar charts show that all the components are
significant, and the compounding of the model achieves the best
F1-scores (~0.94) and accuracy (~93%), outperforming the base
methodologies such as BERT and RoBERTa. PPO-based
adaptive feedback also guarantees personalized and context-
sensitive interventions, which occur in the steady convergence
of reward (~69.8) throughout training. On the whole, the results
demonstrate that the combination of hybrid contextual memory,
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graph attention, as well as reinforcement learning develops a
scalable, interpretable, and learner-focused solution, which can
fill the gap between traditional Al tutoring and entirely adaptive,
skills-conscious educational systems.

V. CONCLUSION AND FUTURE WORK

The given study describes an innovative DeBERTa + GAT
+ PPO architecture of adaptive English language tutoring, which
successfully fills the gap between traditional Al tutoring systems
and the comprehensively personalized and context-sensitive
educational programs. The proposed model shows a better
performance in a variety of linguistic facets by incorporating
contextual embeddings with DeBERTa, inter-skill relational
modeling with Graph Attention Networks, and reinforcement-
based adaptive feedback with Proximal Policy Optimization.
The accuracy (~93%) and F1-score (~0.94) of the experimental
results are high, and the inter-skill correlation capture is strong
(GrammarSyntaxis0.83 and VocabularyConventions0.84),
demonstrating the ability of the model to comprehend and
exploit linguistic interdependencies. Embedding and reward
convergence visualization reveal that the system carries out the
stable, context-specific feedback strategies, where ablation
studies emphasize the specific contributions of each of the
modules. The proposed framework has a higher level of
scalability to a wide range of learners, as compared to the
baseline techniques such as BERT and RoBERTa, due to its
better flexibility, interpretability, and sensitivity to the skill level
of the learner.

There are a number of promising areas in which future work
can be achieved. To enhance pronunciation and fluency
evaluation, first, it is possible to make the model multi-modal by
adding audio, video, and handwritten essays. Second, by
integrating long-term learner tracking and memory-augmented
attention, it might be possible to constantly model skill
progression on a monthly or vyearly basis. Third, the
incorporation of cross-lingual functions would expand the
system to students with different language backgrounds. Lastly,
the application of the framework to the real classroom can test
pedagogical performance, interaction of users, and long-term
learning outcomes. A cumulative sum of these innovations will
strengthen the model as a powerful, flexible, and smart Al tutor
that can provide personalized and lifelong language learning.
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