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Abstract—Underwater Wireless Sensor Networks (UWSNs) 

are commonly employed for exploring and exploiting aquatic 

areas, and its role is very important and more beneficial precisely 

in hostile and constrained marine environments. However, their 

security is more critical than terrestrial wireless sensor networks 

(TWSNs) due to the space in which they are deployed, the wireless 

communication medium, and the cost of damage repair, and their 

protection is a problematic issue that needs to be continuously 

resolved. Consequently, it is highly recommended see required to 

take procedure to protect UWSNs against attacks and intrusion 

and maintain service quality. In general, existing works on 

machine learning-based intrusion detection system (IDS) and 

cyber-attack detection approaches for (UWSNs) utilize dedicated 

datasets designed for (WSNs) without adapting them to the 

aquatic environment. Furthermore, these studies analyze the 

enhancement of UWSN performance based on network metrics 

separately from machine learning model metrics, and vice versa. 

In this way, this paper proposes a novel cybersecurity detection 

approach-based model learning Histogram Gradient Bosting 

(HGB) classifier called (HGBoostUCAD). It classifies four types of 

DoS attacks (Blackhole, Grayhole, Flooding, and Scheduling), 

employing an adjusted dataset for (IDS) in wireless sensor 

networks (WSN-DS) taking into account simulate realistic 

environmental factors: salinity, temperature, deep through 

Mackenzie’s equation and node movement in training data. The 

insight of simulation results obtained, shows that our method 

reached 97% as accuracy and 96% as precision also outperformed 

both Deep Neural Network (DNN) as well as the recent study 

Hyper_RNN_SVM eventually referenced in this research, in terms 

of machine learning model metrics. In addition to machine 

learning model metrics, our approach provides network 

measurements by DoS attack type. 

Keywords—UWSN; security; intrusion detection system; cyber-

attack detection; cybersecurity; machine learning; histogram 

gradient boosting 

TABLE I.  ABBREVIATIONS 

UWSN Underwater Wireless Sensor Network 

DoS Attack Denial of Service Attacks 

ASVs Autonomous Surface Vehicles 

AUVs Autonomous Underwater Vehicles 

NISTIR 
National Institute of Standards and Technology 

Internal Report 

FISMA Federal Information and Information Systems 

IDS Intrusion Detection Systems 

HGB Histogram Gradient Boosting 

DNN Deep Neural Network 

PDR Packet Delivered Ratio 

SNR Sound Noise Ratio 

I. INTRODUCTION 

An underwater wireless sensor network (UWSN) is 
considered to serve as the main support network for the Internet 
of Things. The network architecture of a UWSN is shown in Fig. 
1, with its key components—sensors—located in either shallow 
or deep water. The sensors' function is to collect data and send 
it via acoustic signals to objects like buoys, ships, Autonomous 
Surface Vehicles (ASVs), or Autonomous Underwater Vehicles 
(AUVs). These objects then use radio signals to send the data to 
a distant monitoring center. After obtaining the oceanic data, the 
monitoring center analyzes it [1]. These kinds of networks are 
usually unmonitored and placed in remote locations. Security 
methods must be implemented on them to protect them from 
threats and attacks [2], and compared to their analogs, such as 
wireless sensor networks (WSNs), UWSNs are more susceptible 
to security assaults. The entire network's functionality may be 
compromised by potential attacks in UWSNs [3]. The list of 
abbreviations is given in Table I. 

In research [4] as application, the author classified UWSN 
deployment into five areas: 1) underwater research; 
2) environmental monitoring; 3) disaster prevention; 4) military 
domain; and 5) other fields. 

 
Fig. 1. UWSN architecture [1]. 
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A. Basic Concepts and Challenges 

1) Cybersecurity: The term "cyber security" refers to the set 

of rules, methods, tools, and procedures that cooperate to 

defend against attacks on the availability, confidentiality, and 

integrity of networks, software, and data. There are cyber 

protection methods at the network, application, data level and 

host. Many tools, including intrusion detection systems (IDSs), 

firewalls, antivirus programs, and intrusion protection systems 

(IPSs), operate in collaboration to prevent assaults and identify 

security failures [5]. In other words, cybersecurity concepts are 

measures taken to guarantee the confidentiality, integrity, and 

availability of systems, data (including software, hardware, and 

networks), and information that is processed, stored, and 

transmitted, as mentioned in the NISTIR (National Institute of 

Standards and Technology Internal Report) 7298 report 

(Glossary of Key Information Security Terms, July 2019). 

Moreover, the FISMA (Standards for Security, Categorization 

of Federal Information and Information Systems, February 

2004) established the first three main security objectives for 

computer and information systems as follows: 

a) Confidentiality: Taking into account appropriate 
limitations on information availability and sharing, as well as 

precautions to protect private and sensitive data. 

b) Integrity: Preventing the rectification or destruction of 
erroneous data while guaranteeing the accuracy and non-

repudiation of the relevant information. 

c) Availability: Making certain that when resources are 
needed, authorized users can access them on time and 

continuously [6]. 

2) Intrusion detection: Define as "the act of detecting 

actions that attempt to compromise the confidentiality, 

integrity, or availability of a resource". An intrusion detection 

system (IDS) is a hardware or software program that keeps 

surveillance out for hostile activities or policy violations on a 

network or systems [7]. 

As well, we describe DoS attack types on the WSN-DS 
dataset, including Blackhole, Grayhole, Flooding, and 
Scheduling, as follows: 

3) Blackhole attack: A blackhole attack is a kind of denial-

of-service assault in which the attacker disrupts routing 

protocol by promoting itself at the start of the round. Playing 

the role of cluster head (CH), the Blackhole attacker will 

continue to drop packets transmitted by adjacent node rather 

than sending them to the BS. 

4) Grayhole attack: The attacker disrupts the routing 

protocol by posing as a CH to other nodes. As a result, the 

pretending CH blocks some packets from reaching the BS by 

randomly or selectively dropping them when it receives data 

packets from other nodes. 

5) Flooding attack: The attacker manipulates the routing 

protocol in multiple ways. By transmitting a lot of advertising 

CH messages with high transmission power. As a result, when 

sensors get a lot of messages notifications, they will use more 

energy and take longer to decide which CH to join. 

Additionally, the attacker tries to confuse victims into selecting 

it as a CH, particularly those nodes that are far away from it in 

order to drain their energy. 

6) Scheduling attack: When CHs put up TDMA schedules 

for the data transmission time lots during the routing protocol 

configuration phase, scheduling attacks take place. All nodes 

will be given the identical time slot to send data by the attacker 

acting as a CH. This is accomplished by switching the TDMA 

schedule from broadcast to unicast. Such a modification will 

result in packet collisions and data loss [8]. 

Even though this type of networking is more beneficial in 
rich and expansive aquatic areas, they were limited by the basic 
open acoustic channel, excessive energy consumption, 
insufficient hardware capacity to execute computationally 
complex tasks, and dynamic network topology caused by node 
mobility. Moreover, a limited bandwidth and low attenuation 
[9]. 

B. Motivation 

The problematic to ensure security through this specific 
network and addresses vulnerability in which they are exposed, 
have inspired some researchers to concentrate on UWSN attack 
and threat detection, which is crucial for safeguarding data and 
systems and may provide the high level of services that these 
underwater technologies are expected to offer. But, lacking 
completely appropriate UWSN data, we satisfied with the 
intrusion detection system (IDS) for Underwater Wireless 
Sensor Networks (UWSNs) based WSN-DS dataset customized 
to UWSN environmental factors (salinity, temperature, depth, 
and movement), with classification of four DoS attack types 
(Blackhole, Grayhole, Flooding, and Scheduling). Machine 
learning (ML) paradigm presents a new opportunity to 
accomplish the intended results in this aspect. In actuality, ML 
models successfully carry out detection, classification, and 
future event prediction [10]. Additionally, gradient boosting 
(GB) is an ensemble learning method for classification and 
regression problems, as suggested by Friedman [11]. An 
effective model can be produced by combining weak learners, 
commonly decision trees. The basic idea behind GB is to 
gradually build and generalize the ensemble model by 
optimizing an objective, arbitrary loss function [12]. 

Our study presents a novel technique based on the histogram 
gradient boosting (HGB) model evaluated precisely on the 
adjusted WSN-DS dataset commonly used on intrusion 
detection system in wireless sensor networks (WSNs) taking 
into account environmental factors as formulated by 
Mackenzie’s equation. HGB is one of the most robust machine 
learning algorithms having high prediction speed and accuracy, 
particularly when working with large and complex datasets like 
WSN-DS [8]. The following is a summary of the study's most 
important findings and contributions: 

• Implement a cyberattack detection on UWSN, using an 
adapted WSN-DS dataset and a histogram gradient 
boosting technique. 

• Incorporate environmental adaptation: temperature, 
salinity, depth, mobility. 
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• Include per-attack network simulation adjustments 
(PDR, packet rate, delay, energy). 

• Produce plots: ML comparison, per-attack network 
metrics. 

• Provide technique with height performance both in terms 
of metrics model and performance network compared to 
DNN and to others recent works. 

The remainder of this work is structured as follows: 
Section II provides a literature review. Section III describes 
research methodology adopted. Section IV introduces 
experimental results of research, analyze and discussion is given 
in Section V. Finally, the paper’s conclusion is given in 
Section VI. 

II. RELATED WORKS 

We are satisfied with just a few of research that have mostly 
concentrated on the usage of artificial intelligence to enhance 
UWSN security process.  In the same way, for the purpose of 
detecting cyberattacks, the study [13]. suggests an intelligent 
model-based approach that integrates machine learning and deep 
learning technology. Furthermore, a feature reduction strategy 
employing the machine learning techniques Principal 
Component Analysis (PCA) and Support Vector Machine 
(SVM) is employed to determine which properties are most 
closely associated with the selected attack categories. The 
accuracy of a proposed Recurrent Neural Network (RNN) 
method for deep learning-based intrusion classification and 
detection, following dimensional reduction and optimization, 
attains (97%) accuracy but using the NSL KDD dataset. The 
goal of this study is to provide a comprehensive overview of 
UWSN security by discussing security needs and the main 
UWSN security threats based on layered classification. This 
paper explores many security issues and looks at solutions, when 
in study [14], the current state-of-the-art for reactive jammer 
detection is built with terrestrial wireless sensor networks 
(TWSNs) in mind. Furthermore, cooperative jamming detection 
in UWSN is used in very little work. This research presents an 
Efficient Channel Access (ECA) model that uses cross-layer 
design to prevent reactive jammers in order to address research 
challenges. The ECA jointly optimizes the approved sensing 
device's cooperative hopping probability and channel 
accessibility probabilities. The detection accuracy achieved by 
the ECA model is 95.12%. Additionally, in [15], the authors 
suggest an intrusion detection model for underwater sensor 
networks that can identify many kinds of attacks in order to 
solve this issue. In order to reduce node computation, the 
reduced dimensional data is sent to sink nodes after cluster head 
nodes have extracted features using neighborhood sensitive sets. 
Furthermore, the data set is balanced, the quantity of minority 
class samples is increased, and the detection rate of minority 
class attacks is enhanced by the application of the synthetic 
minority oversampling method (SMOTE). After determining a 
node's confidence based on the cluster head node's trust 
evaluation, train the classifier to identify the type of attack using 
the random forest approach; it struggles to recognize intrusions 
from many attack types. According to simulation data, the model 
can detect imbalance classes with an accuracy of over 99% and 
enhance the effectiveness of intrusion detection of various types 

of attacks. Moreover, the methodology used in the work [16] 
makes use of real-time feature analysis of simulated WSN 
routing data. It creates a strong classification framework by 
combining Gaussian Mixture Models (GMM) and Hidden 
Markov Models (HMM). This scheme successfully detects 
anomalies, traces malicious network activity back to its source, 
and classifies it as either legitimate or suspicious network 
activity. According to authors, the algorithm outperformed the 
current classification methods by a large margin, with 
classification rates of approximately 83.65%, 84.94%, and 
94.55%. Added to that, it provided a positive prediction value 
that was 11.84% greater than the current approaches. As well, to 
find the malicious attacks in a UWSN, the authors of this study 
[17] employed evidential evaluation using Dempster-Shafer 
theory (DST) of combined many evidences. Also, they provide 
a numerical process for combining multiple details from an 
unreliable and untrustworthy neighbor with a higher level of 
conflict security, but in   paper [18], the purpose is to illustrate a 
wide range of algorithms used in the defense against different 
types of cyberattacks. In order to protect against a variety of 
cyberattacks, this study will look at different classification 
algorithms and defense strategies. Depending on how the attack 
is classified, these methods will differ in terms of 
implementation, accuracy, and testing time. The several types of 
these algorithms will be covered in this research. Other than, the 
survey [19] provides insights into the diverse intrusion detection 
system (IDS) methodologies utilized in various networking 
technologies and explains some of the techniques used in IDS 
design. Signature-based intrusion detection is the most widely 
used method for detecting threats and guaranteeing security. 
However, the emergence of Artificial Intelligence (AI), 
particularly Machine Learning, Deep Learning, and Ensemble 
Learning, has shown promise results in more effective attack 
detection. We can ensure that the cyber infrastructure is 
protected from intrusions and unwanted activity by using IDS 
and AI to defend a network according authors. Similarly, in [20] 
the paper introduces a novel method for detecting malicious 
network traffic using artificial neural networks suitable for use 
in deep packet inspection-based intrusion detection systems, 
achieving an average accuracy of 98% and a false positive rate 
of less than 2% in repeated 10-fold cross-validation, potentially 
improving the utility of intrusion detection systems in both 
conventional and cyber-physical systems. The research cited in 
[21] is based on the UNSW-NB15 dataset, which contains 49 
features for 9 distinct attack samples. According to authors, the 
decision tree classifier provided the highest accuracy of 99.05% 
in comparison to other models. Also, the deep learning system 
for binary classification with an 80:20 train-test split ratio and 
two dense layers with ReLU activation and a third dense layer 
with Sigmoid activation function achieved an accuracy of 
98.44% using the ADAM optimizer.   The paper, also cited in 
[22] interested in attack detection methods founded on several 
architecture types, such as auto-encoders, generative adversarial 
networks, recurrent neural networks, and convolutional neural 
networks, based on classification on deep learning techniques. 
As well, authors illustrate the current state of attack detection 
techniques applying deep learning structures and evaluate the 
performance of representing approaches adopting a few 
benchmark datasets which are described. 
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III. METHODOLOGY OF RESEARCH 

The following is the key components of the method adopted 
to implement   a cyber-attack detection-based machine learning: 

A. Criticism of Existing Studies 

Despite their relevance in terms of findings, most of the 
studies reviewed in the literature use machine learning 
techniques that don't require datasets, such as reinforcement 
learning, while others use WSN datasets without taking 
environmental factors into account or use mathematical 
approaches for deploying a UWSN intrusion detection system. 
As well without integrating machine learning model 
measurements with network performance indicators in the same 
study. 

B. Objectives and Hypotheses 

• To implement a UWSN detection attack system 
supported by (Hist Gradient Boosting Classifier — 
HGB) using adapted WSN-DS dataset that includes four 
Denial-of-Service (DoS) attacks (Blackhole, Grayhole, 
Flooding, and Scheduling attacks) and incorporating 
environmental parameters: temperature, salinity, deep, 
mobility. 

• To prove its performance by comparing it with DNN 
under the identical experimental conditions and with 
other current similar techniques in terms of metrics 
model. 

• To analyze and interpret result of experimentation. 

C. Experimental Design Overview 

The experiment utilized the WSN-DS dataset augmented 
with UWSN environmental factors — namely salinity, 
temperature, depth, and node mobility — to reflect realistic 
underwater propagation and energy consumption patterns. The 
model employed a Histogram Gradient Boosting (HGB) 
classifier, an ensemble-based artificial intelligence algorithm 
recognized for its robustness and interpretability in intrusion 
detection tasks. Each record in the dataset represented a network 
state or node observation, labeled as either normal or one of the 
four Denial of Service (DoS) attack types: Blackhole, Grayhole, 
Flooding, and Scheduling. 

The IDS was trained on 70% of the dataset and tested on the 
remaining 30%. Performance evaluation included both machine 
learning metrics (accuracy, precision, recall, and F1-score) and 
network-level performance metrics (packet delivery ratio, 
average delay, throughput, and energy consumption). 

Step 1 — Load & Clean Dataset 

Import D_(WSN-DS) dataset containing labeled samples of 
network activity 

Step 2 — Synthesize UWSN Features 

For each row i in data frame df: 

Environmental features 

• Generate Temperature Ti, Salinity Si, Depth Di, Node 
mobility Mi 

• Append 𝐸𝑒𝑛𝑣 = {𝑆𝑖, 𝑇𝑖 , 𝐷𝑖, 𝑀𝑖} to feature vector. 

Distance & propagation 

• Randomized distance 

• Compute sound speed via Mackenzie ‘s equation cited in 
[23]:  

 C = mackenzie_sound_speed (T, S, D) 

𝐶(𝑇, 𝑆, 𝐷) = 1448.96 + 4.591𝑇 − 0.05304𝑇2

+ 0.0002374𝑇3 + 1.34(𝑆 − 35)
+ 0.0163𝐷 

• Propagation delay = distance / c 

Link success probability algorithm 

Inputs: 

• 𝑑: link distance (meters) 

• SNR: signal-to-noise ratio (dB) 

• 𝛼: attenuation coefficient 

• 𝛽, 𝛾: SNR logistic parameters  

Output:   𝒑𝟎: baseline link success probability 

The term P0 represents the baseline probability of successful 
packet transmission between two underwater sensor nodes, 
given the distance separating them and the signal-to-noise ratio 
(SNR) at the receiver. Mathematically, 
"base_link_success_prob"(⋅) illustrates how the transmission 
success rises with increased SNR, indicating a stronger received 
signal relative to background noise, and declines as the 
propagation distance grows (due to geometric spreading and 
absorption losses). 

  P0 = base_link_success_prob (distance, snr_db) 

𝐏𝟎 = [1 ÷ (1 + 𝑒−β(SNR−γ))] × 𝑒−αd 

where: 𝐏𝟎  ∈  [0,1] and SNR proxy (dB) as function of 

distance and mobility (noisy), 

 d is the distance between nodes, 

 "SNR" (in dB) measures channel quality, 

 α, β, and γ are environment-dependent parameters 
modeling attenuation and detection sensitivity. 

 ( α = 0.002;β = 0.15; γ = 10.0) 

Attack-Adjusted Packet Delivery Ratio (PDR) Algorithm 

This modifies p0 according to UWSN attack types 

• pdr = apply_attack_pdr (p0, attack_type) 

Inputs : 

• 𝑝0: baseline success probabilities (vector) 

• AttackType[i] ∈ {normal, blackhole, grayhole, flooding, 
scheduling} 

Output: 

• 𝑝: attack-modified link success probabilities 
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This equation represents how the Packet Delivery Ratio 
(PDR) — the ratio of successfully delivered packets to total 
transmitted packets — is affected by the presence of 
cyberattacks or network disruptions in the underwater 
environment. 

The function "apply_attack_pdr"(⋅) modifies this baseline 
probability according to the type and severity of attack acting on 
the network. 

• pdr = apply_attack_pdr (p0, attack_type) 

In this study we employ WSN-DS adapted dataset, which 
classifies network behavior as either normal or one of four 
Denial-of-Service (DoS) attacks (Blackhole, Grayhole, 
Flooding, and Scheduling attacks) [8]. 

Step 3 — Train & Evaluate Models (per seed) 

HGBoostUCAD algorithm 

• Train on X_train, y_train 

• Predict y_pred_hgb on X_test 

Deep Neural Network (DNN) 

• Build sequential model: Dense →  BatchNorm → 

Dropout → Dense → Softmax. 

Compile with 

adam, loss sparse_categorical_crossentropy 

• Train with early stopping 

• Predict y_pred_dnn on X_test 

Compute ML metrics (accuracy, precision, recall, F1) for 
both models 

Compute network metrics 

Store results. 

D. Results Evaluation 

Step 4 — Statistical testing 

• Determine model with highest mean metric (accuracy, 
precision, F1) 

• Retrain best model on entire dataset (train/test split)  

• Compute confusion matrix 

• Save confusion matrix plot 

Step 5 — Plotting 

• ML metrics bar plot → HGBoostUCAD vs DNN 

• Per-attack network metrics 

• Loss curves 

• DNN training & validation loss 

• Gradient boosting log-loss. 

IV. EXPERIMENTAL RESULTS  

A. Machine Learning Metrics 

 
Fig. 2. Comparison proposal method with other similar methods. 

 
Fig. 3. Comparison between HGBoostUCAD and DNN method. 

B. Network Performance Metrics 

 
Fig. 4. Consumption energy per attack type. 
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Fig. 5. Delivered packer ratio per attack type. 

 
Fig. 6. Throughput variation for each type of attack. 

 
Fig. 7. Delay variation per attack type. 

V. ANALYSIS AND DISCUSSION 

The experiment's outcomes are evaluated and explained 
from two perspectives: machine learning metrics and network 
metrics. 

A. Machine Learning Metrics 

In terms of machine learning model metrics, our approach 
surpassed both Deep Neural Network (DNN) and the previous 
study Hyper_RNN_SVM, cited in paper [13], as demonstrated 

by the simulation results (Fig. 2), which attained 97% accuracy 
and 96% precision. Also, high accuracy indicates that the IDS's 
detections are trustworthy. 

• Accuracy for Classification Performance (see Fig. 3) 

Both models demonstrate high and nearly identical accuracy, 
with mean values around 97%. 

HGBoostUCAD: 0.97969; DNN: 0.97855 

• Precision and False Alarm Behavior 

Precision reflects the model’s ability to avoid false positives 
(normal traffic misclassified as attacks). 

HGBoostUCAD: 0.96236; DNN: 0.96121 

The gradient-boosting ensemble performs slightly better 
than the DNN in preventing false alarms, according to the HGB's 
marginally higher precision. Because HGB builds additive trees 
that effectively divide local areas of feature space, it may be 
naturally resistant to noisy or non-linear feature interactions. 

• Recall and detection sensitivity 

Recall measures the ability to detect actual attacks (true 
positives). Both models again perform at a similar level: 

HGBoostUCAD:  0.97969; DNN: 0.97855 

The nearly equal recall results show that both approaches 
successfully identify malicious activity, indicating that neither 
one has significant insufficient detection. 

• F1 score and balance of metrics 

The compromise between missed detections and false alarms 
is taken up by the F1-score, which is the balance of precision 
and recall. The nearly identical F1-scores confirm that both 
models maintain an excellent balance between sensitivity and 
specificity, with our model HGBoostUCAD having a slight 
advantage. 

HGBoostUCAD:  0.97090; DNN: 0.96973 

B. Network Performance Metrics 

We have selected four network performance parameters—
energy consumed, packet delivered ratio, packet delivered delay 
and throughput of network communications, —that can function 
as essential evaluation metrics according attack type since the 
aim of DoS attacks is to render a target unreachable and isolated 
from the rest of the network. Also, to enhance comprehension of 
the results analysis and discussion, we describe the following 
network metric indicators below: 

1) Energy: It is the total quantity used for data/control 

packet exchange by all nodes. The network will be less 

effective and have a shorter lifespan with high energy 

consumption, and vice versa [24]. 

2) Packet Delivery Ratio (PDR):  It is calculated by 

dividing the total number of successfully delivered packets to 

the destination node or nodes by the total number of packets 

that were originally sent. A higher PDR means that there is less 

packet loss in the network [24]. When malicious traffic attacks 

the network, packet loss that affect PDR grows. To determine 
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how much legal traffic is impacted by the attack and how many 

data packets fail to reach their destination, the simulation 

assesses packet loss [25]. 

3) Packet Delivery Delay (Delay): The entire amount of 

time required for a packet to be transmitted from the sender to 

its successful delivery at the final destination node [24]. When 

servers are overloaded with fraudulent traffic, delay increases 

significantly, making it impossible for the server to react 

quickly to legitimate requests [25]. 

4) Average throughput: Throughput is a direct indicator of 

the network's capacity to manage traffic both normally and 

under attack. High-intensity volumetric attacks typically 

overload the network bandwidth, significantly decreasing it 

[25]. It is defined as average number of packets that the base 

station successfully receives in a given amount of time. Bits per 

second are used to measure it [26]. 

a) Flooding attacks: A smaller PDR (Fig. 5) usually 
leads to many retransmissions and congestion, which increase 

delays as seen in (Fig.7) and energy consumption (Fig. 4). 

b) Blackhole attacks: significantly reduce throughput by 
greatly (Fig. 6) often impacted by congestion near the sink. 
Also, this attack type reduces PDR (automatically lost packets) 

(Fig. 5) and increase delay (Fig. 7). 

c) Scheduling and Grayhole attack: IDS finds it 
challenging to identify attacks like Scheduling and Grayhole, 
which causes a slight reduction in performance (Fig. 5, Fig. 6) 
while maintaining efficiency on PDR concerning TDMA 

schedules. 

In summary, the flooding attack caused more energy 
dissipation and increased delay than the three other DOS attacks, 
while the black hole attack provoked a significant diminution of 
both the packet delivery ratio and the throughput compared to 
TDMA schedules. Although our approach is effective in 
detecting malicious activity, as evidenced by accuracy and 
precision values, it has weaknesses, which are first evident in the 
actual scenario's implementation, which is constrained by 
various real-world constraints, and then in the UWSN dataset's 
unavailability in contrast to the WSN. 

VI. CONCLUSION 

In conclusion, this work enables it possible to implement a 
cyberattack detection on UWSN using an adjusted WSN-DS 
dataset and a histogram gradient boosting technique with a type 
of ensemble machine learning suitable for classification 
category; to incorporate environmental adaptation: temperature, 
salinity, depth, and mobility; to prove the efficacy of the 
suggested method in comparison to similar approaches; in fact, 
our approach outperformed both the Deep Neural Network 
(DNN) and the previous study Hyper_RNN_SVM, as illustrated 
by the simulation results; to provide metrics model (Accuracy, 
Precision, Recall, and F1 score); to show how network 
performance varies depending on the type of attack., and to offer 
an adaptive helpful model for future research to enhance 
performance and successfully address potential UWSN security 
issues. Extended research on various attack types and machine 
learning classifiers aims to enhance resource efficiency and 
accuracy in underwater wireless sensor networks (UWSN) 

security. Intrusion detection systems (IDS) play a vital role as a 
secondary defense, monitoring and detecting threats that bypass 
primary security measures like firewalls or encryption. A critical 
challenge is managing the resource constraints of sensor 
nodes—such as battery, memory, and CPU—while maintaining 
high detection accuracy in WSN-specific IDS. 
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