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Abstract—This study presents the Retrieval-Augmented
Pedagogical Assistant (RAPA) methodology, an integrated
framework designed to overcome the core limitations of general
Large Language Models (LLMs)—specifically factual instability
(hallucination) and static knowledge bases—by deploying a
specialized, institutional Retrieval-Augmented Generation (RAG)
architecture. The methodology addresses three critical challenges
to the responsible integration of Al in higher education. Firstly,
the framework ensures data sovereignty and sustainable
deployment by mandating a comprehensive Total Cost of
Ownership (TCO) analysis. This analysis validates the strategic
necessity of local RAG hosting and of leveraging computational
efficiencies, such as Parameter-Efficient Fine-Tuning (PEFT) and
PROXIMITY caching, to ensure a cost-effective solution that
strictly complies with FERPA and GDPR data protection
mandates and mitigates security risks associated with data
leakage. Secondly, the framework ensures the equitable
integration of AI literacy across disciplines with varying
technological resources, particularly in the Humanities and
Vocational Education and Training (VET). This is achieved by
minimizing technical prerequisites and institutionalizing
continuous Professional Development (PD) through the Dialogic
Video Cycle (DVC), which trains faculty in Prompt Engineering
to embed individualized pedagogical rules and ethical constraints
into the RAPA’s architecture. Finally, specific measures are
implemented to evaluate the development of Critical Thinking
(CT). RAPA outputs are architecturally constrained to include
transparent Chain-of-Thought (CoT) reasoning and verifiable
source citations. Student Critical AT Analysis Assignments require
students to critique the AI's synthesis, identifying inaccuracies,
biases, or limitations. The effectiveness of this assessment is
quantified using a quasi-experimental design and technical
RAGAS metrics, such as Faithfulness and Context Precision,
ensuring a verifiable shift from passive knowledge consumption to
active, informed critique. Key findings from the preliminary
architectural validation indicate that integrating Proximity-LSH
caching reduced database retrieval calls by 77.2% and retrieval
latency by approximately 72.5%, while maintaining high retrieval
recall, addressing the scalability bottleneck inherent in high-
volume educational deployments. Furthermore, the application of
Robust  Fine-Tuning (RbFT) demonstrated a marked
improvement in the system's resilience to noisy educational data,
preventing performance degradation where standard RAG
models typically fail when exposed to irrelevant or counterfactual
document chunks. These technical optimizations directly support
the pedagogical objective by ensuring that the AI assistant remains
responsive and factually grounded.

Keywords—RAG; Al literacy; critical thinking; equitable
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I.  INTRODUCTION

The accelerating adoption of Generative Artificial
Intelligence (GenAl) in academic settings presents a
fundamental paradox: while these systems offer unprecedented
potential for personalized tutoring and content generation, their
architectural limitations—particularly hallucination (generating
plausible but factually incorrect information) and reliance on
static, temporally bounded training data—pose significant risks
to academic integrity and knowledge currency [1]. This tension
between operational promise and pedagogical risk reveals itself
across three distinct but interconnected dimensions.

General-purpose LLMs demonstrate strong performance on
broad reasoning tasks but are inherently unreliable in factually
grounded domains that require verifiable accuracy. When
students receive Al-generated answers without visibility into
how those answers were constructed or what sources inform
them [47], they cannot verify correctness against course
materials or external evidence. Traditional Retrieval-
Augmented Generation (RAG) approaches partially address this
by grounding responses in external knowledge bases, yet
standard RAG fails when confronted with complex, multi-step
questions requiring synthesis across multiple information
sources or integration with institution-specific teaching
methodologies. Research confirms that advanced, or Hybrid,
RAG models are required to maximize performance for
educational contexts by combining RAG with task-specific
tuning and resilience mechanisms [4]. This necessity mandates
architectural solutions for handling two critical challenges: 1)
retrieval defects, where LLMs must be resilient to noisy,
irrelevant, or misleading counterfactual documents inevitably
supplied when lecturers provide proprietary course content
[5][6],and 2) complex synthesis, where systems must employ
advanced reasoning such as iterative retrieval mechanisms to
handle multi-hop queries that demand synthesis of multiple
interconnected concepts [7][8][9].

Concurrently, higher education faces critical pedagogical
gaps in integrating Al tools into learning environments.
Fundamentally, thereis an insufficient arsenal of comprehensive
strategies for evaluating student work that leverage Al tools,
particularly for developing critical thinking (CT) skills in non-
technical academic disciplines where Al literacy remains
nascent [49]. The field lacks robust rubrics and assessment
mechanisms specifically designed to measure whether students
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are developing metacognitive abilities—the capacity to
evaluate, critique, and solve problems using Al as a tool rather
than as an answer provider. Rather, most institutional
approaches to "Al literacy" focus on skill acquisition (learning
prompt engineering syntax, understanding model limitations at
a surface level) without addressing the deeper epistemological
shift required: understanding when and how to trust Al outputs,
recognizing their systematic biases, and developing conceptual
sophistication to improve upon Al-generated content.

A persistent and troubling equity gap exists in research
examining how Al literacy can be effectively and sustainably
integrated across diverse academic fields[49], particularly those
characterized by limited technological resources. While
extensive literature documents Al integration in STEM
(Science, Technology, Engineering, Mathematics)disciplines—
which typically benefit from dedicated computing infrastructure
[28], highertechnology budgets, and faculty with computational
backgrounds remarkably little research addresses integration
pathways for Humanities, Social Sciences, and VET
(Vocational Education and Training) fields
[38][39][40][41][42]. This documented inequity operates at
multiple levels: infrastructural (Ilack of GPU-equipped servers),
pedagogical (faculty training programs designed for STEM),
and epistemic (assumptions that "real" Al applications are
narrow in scope and highly technical) [28]. Furthermore, the
marginalization of vocational students and institutions persists,
with vocational education often receiving inadequate curricular
support for digital competencies despite its critical role in
workforce development [45]. This educational marginalization
makes vocational students a key focus group for promoting the
United Nations Sustainable Development Goals [60],
[particularly SDG 4 (Quality Education), SDG 5 (Gender
Equality), SDG 9 (Industry, Innovation, and Infrastructure), and
SDG 10 (Reduced Inequalities) [41].

Against this backdrop, this study investigates the following
core research question: How can institutions design and
implement responsible, equitable [30], cost-effective Al-
assisted educational systems that enhancecritical thinking while
ensuring data sovereignty and compliance across diverse
academic disciplines and resource contexts?

This overarching question decomposes into three subsidiary
objectives:

1) Cost-effective and compliant deployment. How can
institutions validate the financial sustainability of local RAG
hosting through comprehensive TCO analysis while leveraging
computational efficiencies (PEFT, PROXIMITY caching) to
ensure deployment of existing hardware without violating data
protection regulations?

2) Equitable integration across disciplines: How can
institutions minimize technical prerequisites for Al literacy
while simultaneously maximizing pedagogical autonomy,
enabling faculty across Humanities, STEM [28], and VET to
define and enforce discipline-specific teaching methodologies
without requiring technical expertise?

3) Rigorous critical thinking assessment. How can
architectural constraints and pedagogical assessment design
combine to measure genuine metacognitive development—
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students' ability to critique, validate, and improve upon Al
reasoning—rather than merely assessing answer accuracy or
factual recall?

The significance of this research extends beyond technical
contributions to address urgent policy and institutional
questions. For institutional leaders, this work provides a
concrete, validated framework for Al deployment decisions,
moving beyond vendor-driven narratives ("use our API, it's
convenient") to data-informed analysis of true lifecycle costs
and institutional control. For faculty developers, it offers a
professional development model grounded in pedagogical
research (specifically the TPACK framework and Dialogic
Video Cycle approach) rather than generic IT training,
recognizing that successful technology integration requires
understanding the interplay between content knowledge,
pedagogical strategies, and technological affordances [2]. For
educational equity advocates, it demonstrates that equitable Al
integration is not a post-hoc retrofit onto existing infrastructure
but rather requires thoughtful architectural choices from
inception—choices that explicitly prioritize resource-
constrained disciplines rather than leaving them as
afterthoughts.

This study outlines the Retrieval-Augmented Pedagogical
Assistant (RAPA) methodology, a three-phase operational
framework that integrates an advanced, institutionally
customized RAG architecture with formalized professional
developmentmodeled onthe Dialogic Video Cycleandrigorous
evaluation protocols that incorporate both technical metrics
(RAGAS measures of Faithfulness and Context Precision) and
validated critical thinking assessments. The proposed
methodology seeks to transform Al assistants from opaque
answer providers into transparent, auditable tools for contextual
and ethical learning—tools whose reasoning processes are
visible to student critique and whose outputs are grounded in
institutional knowledge sources under institutional control.

The framework's novelty lies not in isolated technical
innovations, butrather in their systematic integration to address
the full ecosystem of constraints facing real institutions: the
economic pressures to avoid perpetual vendor lock-in; the
regulatory imperatives of FERPA and GDPR; the pedagogical
imperative to develop critical thinking; and the equity
imperative to prevent Al from widening the digital divide
between well-resourced and resource-constrained disciplines.

II. RELATED WORK AND FOUNDATIONAL FRAMEWORK

A. The RAG Imperative: Factual Integrity and Customization

The foundational case for Retrieval-Augmented Generation
in educational contexts rests on a fundamental principle:
academic integrity requires verifiable factual grounding
General-purpose LLMs trained on broad intermet data inherit the
temporal limitations of their training corpora—a model trained
in 2023 cannot reliably answer questions about 2024
developments without explicit retrieval from current sources.
More problematically, LLMs generate hallucinations: outputs
that read coherently and persuasively despite being factually
incorrect, a phenomenon particularly dangerous in educational
contexts where students may accept plausible-sounding false
information as established fact [1].
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RAG addresses this by augmenting the LLM's parametric
memory (learned during training) with access to a non-
parametric memory base (external documents accessed during
inference). When a student asksa question, the RAG system first
retrieves relevant documents from the knowledge base, then
generates an answer grounded in those retrieved documents
rather thanrelyingexclusively on the model's training data. This
architectural decisionis validated as superior to costly full Fine-
Tuning (FT) for high-volume educational contexts due to its
cost-efficiency, dynamism (accessing up-to-date course material
as instructors update materials), and fundamental ability to
ground responses in verifiable sources—a prerequisite for
academic integrity [1][2][3].

B. Limitations of Standard RAG and the Case for Hybrid
Approaches

However, standard RAG—a single retrieval step followed
by generation—proves insufficient for complex pedagogical
needs. This limitation becomes apparent in multi-hop and multi-
step reasoning scenarios common in higher education. Consider
a student question: "How do principles of metacognition from
cognitive science enhance classroom teaching effectiveness
while reducing cognitive load for students?" This question
requires: 1) understanding metacognition concepts, 2)
understanding teaching practice implications, and 3)
synthesizing these across cognitive load theory. Standard RAG,
performing a single similarity-based retrieval, may retrieve
documents about metacognition (the highest semantic match to
the question's literal surface form) while missing materials about
cognitive load or teaching application—not because these
materials don't exist in the knowledge base, but because
keyword-based or embedding-based similarity doesn't capture
the implicit multi-hop reasoning structure.

Iterative Retrieval-Generation Approaches address this
through Chain-of-Thought augmented retrieval. Rather than a
single retrieval pass, the system generates initial reasoning steps,
identifies what information is still needed, formulates new
retrieval queries based on identified gaps, and iteratively
retrieves until sufficient information is assembled. Research on
multi-hop question answering demonstrates that iterative
approaches improve F1 scores by 8-15% compared to single-
pass retrieval and enable the system to recognize dependencies
between concepts [7][8][9]. For educational RAG, this capacity
to synthesize across multiple sources directly translates into
students receiving answers to genuinely complex questions
rather than simplified responses that fail to capture
interdisciplinary connections.

The Case for Hybrid RAG: The most effective approach,
termed Hybrid RAG in literature, combines three
complementary strategies [1][4][53]:

1) RAG for knowledge grounding: Dynamic retrieval from
institutional knowledge bases ensures that answers reflect
current course materials and institutional context.

2) Light task-specific fine-tuning: Using PEFT methods,
the LLM's generation component is optimized for the specific
pedagogical task (generating explanations with particular
pedagogical tone, enforcing citation practices, etc.) without the
computational burden of full model retraining.
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3) Architectural hardening: Technical defenses against
retrieval defects (discussed below) ensure that the system
remains accurate even when retrieved documents are noisy or
partially incorrect.

The cost advantage of Hybrid RAG over full fine-tuning is
substantial. Full fine-tuning requires retraining the entire
model—billions of parameters—whenever course materials
change, an expensive and time-consuming process (days to
weeks of GPU time per update cycle). Hybrid RAG simply
updates the knowledge base and retrains only the 0.1-1% of
parameters affected by PEFT, completing retraining in hours
and costing orders of magnitude less. Moreover, Hybrid RAG
enables instructors to make factual corrections and curriculum
updates without requiring data scientists or engineers—they
simply update course materials, and the system immediately
reflects these updates[ 1][4]. This update efficiency is critical for
educational sustainability, where courses evolve continuously as
instructors refine materials based on student feedback and
emerging scholarship.

C. Al Literacy, Critical Thinking, and the TPACK Framework

Al literacy is not monolithic—research identifies it as
operatingacross multiple dimensions: Cognitive (understanding
Al capabilities), Metacognitive (evaluating and critiquing Al
outputs), Affective (developing dispositions toward responsible
Al use), and Social-Ethical (considering broader societal
implications) [10]. Yet the recognized gap in educational
research concerns precisely the Metacognitive dimension—
institutional emphasis falls overwhelmingly on cognitive skills
(learning to write prompts, understanding that LLMs can
hallucinate) with insufficient attention to the deeper
metacognitive capacity to critique and improve upon Al output.
Students often learn that "LLMs can be biased", which is true
but pedagogically superficial; what's lacking is structured
practicein identifyinghow bias manifests in specific outputs and
what corrections would address it.

To address this gap, the framework integrates two
established pedagogical theories:

Technological Pedagogical Content Knowledge (TPACK):
This framework, developed by Koehler and Mishra [11], posits
that effective technology integration requires understanding the
dynamic interplay between three knowledge domains: Content
Knowledge (CK—mastery of subject matter), Pedagogical
Knowledge (PK—understandinghow peoplelearn and effective
teaching strategies), and Technological Knowledge (TK—
familiarity with tools and their affordances). Importantly,
TPACK highlights that successful technology integration is not
primarily about TK acquisition but rather about Pedagogical
Content Knowledge (PCK), the ability to translate one's
pedagogical philosophy intotechnology-enabled practice. Many
institutional Al training programs err by focusing on TK
(teaching faculty to use ChatGPT, write prompts, etc.) rather
than on PCK: helping faculty understand how to redesign
assignments, assessments, and curricula to leverage Al in ways
aligned with their discipline's epistemology and pedagogical
values.

Professional Development Components: Effective
professional development (PD) supporting behavioral change
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must incorporate content focus (clear learning objectives),
active learning (hands-on practice rather than passive listening),
coherence (connecting new skills to existing knowledge),
duration (sufficient time for deep engagement and multiple
practice cycles), and collective participation (learning
communities providing peer support and accountability)
[12][13]. These components are not merely aspirational but
evidence-based—meta-analyses of teacher education repeatedly
demonstrate that programs incorporating these elements achieve
substantially higheradoptionratesand sustained practice change
than one-time workshops [38].

The Dialogic Video Cycle (DVC) Model: The specific PD
model adopted by RAPA is the Dialogic Video Cycle, an
innovative approach that uses teacher performance videos and
peer feedback as anchors for ongoing growth [14], [29]. In the
DVC, teachers record their practice, review the recordings with
peers and instructors, engage in structured dialogue about the
recordings (identifying strengths, areas for development, and
specific improvement strategies), and then implement changes,
creating a reflective cycle. An empirical study shows that a
DVC-style intervention, compared to traditional one-off
workshops, results in significantly higher teacher satisfaction,
greater autonomy support (teachers feel empowered rather than
regulated),andmore sustained implementation [ 15]. For RAPA,
this model is adapted: faculty record themselves using the
RAPA system in live classes, review outputs and usage patterns
with colleagues, critique the Al's reasoning and suggest
improvements, and refine their pedagogical rules and course
materials iteratively.

D. Addressing Retrieval Defects: Robust Fine-Tuning and
Counterfactual Resilience

When institutional lecturers supply course materials to a
RAG system, those materials inevitably contain imperfections:
transcription errors in lecture notes, outdated information in
older readings that were never removed, deliberate
misinformation in materials designed to provoke critical
thinking, or simply complex content that loses nuance when
broken down into retrieval-sized chunks. Standard RAG
systems degrade substantially when the retrieved context is
noisy or partially incorrect. Accuracy drops by 30-50% when
40-50% of retrieved documents contain errors [6].

Robust Fine-Tuning (RbFT) directly addresses this
challenge by training the LLM generation component to be
resilient to imperfect retrieval. Rather than hoping the retriever
returns perfect documents, RbFT anticipates real-world
conditions: the fine-tuning dataset includes examples where
retrieved documents contain errors, misinformation, or
irrelevant information, and the model is trained to:

1) Identify which retrieved passages are relevant and
trustworthy

2) Ignore or downweight unreliable retrieved passages

3) Generate correct answers despite noisy context

Empirical results demonstrate that RbFT-trained models
maintain 85-90% accuracy even when 40-60% of retrieved
documents are counterfactual (containing factual errors),
compared to baseline models achieving only 40-60% accuracy
under identical conditions—a dramatic improvement that
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transforms RAG froma "garbage in, garbage out" system into
one that actively filters and corrects imperfect information [6].
This is critical for educational RAG, where instructor materials,
while generally high-quality, inevitably contain some errors,
outdated statements, or cases where intended provocative
content must be handled carefully to avoid misleading students.

E. Constraint Enforcement and Pedagogical Rules in
ConsRAG

Beyond handling retrieval defects, institutions require
mechanisms to ensure Al outputs align with discipline-specific
pedagogy. A lecturer in Humanities might insist on Socratic
dialogue format (questions rather than direct answers), whereas
a VET instructor might prioritize step-by-step procedural
explanation. These pedagogical preferences aren't mere stylistic
choices—they reflect epistemological commitments about how
knowledge should be constructed in the discipline.

Constrained RAG (ConsRAG) architectures enforce such
pedagogical constraints as formal system rules rather than soft
suggestions. Constraints are applied at both the retrieval and
generation phases:

e Retrieval constraints: A lecturer can specify "prefer
primary sources over secondary interpretations [43],"
"exclude materials published before 2020," or "prioritize
content from this particular course module." These
constraints modify document ranking scores [24], [51],
ensuring retrieved materials align with pedagogical
intent.

e Generation constraints: After retrieval, constraints guide
the generation process. A constraint like "use Socratic
questioning format" is enforced by the model, and
outputs violating it are regenerated until compliant. This
differs from loose instructions in the system prompt—
ConsRAG enforces constraints as hard validation rules
[25], [26].

For educational deployment, constraint enforcement is
critical to institutional control and disciplinary autonomy.
Rather than RAPA dictating a universal output format, each
lecturer defines constraints reflecting their subject's norms and
their own pedagogical philosophy. This design respects
disciplinary diversity while maintaining system consistency
[25], [26].

F. Evaluation Frameworks: Beyond Accuracy to Critical
Thinking
Traditional RAG evaluation metrics (precision, recall, F1
score)measure whether the systemretrieved relevant documents
and generated factually correct answers—important but
insufficient for educational RAG. These metrics assess whether
the system succeeded at information retrieval [33], not whether

studentsengagedin critical thinking or developed metacognitive
skills.

RAGAS Metrics provide more educationally aligned
evaluations:

e Faithfulness: Measures whether generated claims are
supported by retrieved documents, without hallucination
or introducing information beyond what the contexts
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provide. For education, unfaithful responses undermine
academic integrity [22], [35].

e ContextPrecision: Evaluates whether the most relevant
documents appear at the top of the retrieval ranking. A
high context precision score indicates that the system
efficiently identifies the most useful materials,
improvingthe student experience and reducing cognitive
load from parsing irrelevant retrieved content
[22][35][36].

e Answer Relevance: Assesses whether the answer
generatedaddresses the student's question (as opposed to
being accurate but off topic).

These metrics directly address educational concerns in ways
traditional accuracy metrics do not. Together, they create a more
nuanced picture of system quality: Is the answer answering the
student's question? Are the claims justified by the course
materials? Are the best materials appearing firstin the results?

Complementing technical metrics, rigorous evaluation of
critical thinking requires valid assessment instruments. The
Critical Al Analysis Assignment, central to RAPA's assessment
design, explicitly asks students to critique Al-generated answers
by identifyinglogical gaps[47], unsupported claims, biases, and
limitations. This assignment measures metacognitive
developmentrather than mereknowledge recall. Evaluationuses
validated critical thinking rubrics targeting dimensions where Al
outputs are systematically weak: nuance, complexity,
acknowledgment of alternative perspectives, and originality
[36]. By design, students receive points for identifying exactly
what Al struggles with, which creates positive reinforcement for
critical evaluation.

The framework requires mixed-methods evaluation:

1) Quantitative critical thinking instruments (validated
pre/post assessments like the Watson-Glaser Critical Thinking
Appraisal), measuring metacognitive gain

2) Quantitative technical metrics
measuring system reliability)

3) Qualitative rubrics assessing nuanced dimensions of
critical thinking evident in student work

(RAGAS  scores

This integration ensures that Al system quality (technical
metrics) and learning outcomes (pedagogical metrics) arejointly
optimized rather than treated as separate concerns.

III. METHODOLOGY FRAMEWORK

The RAPA framework is structured across three sequential
phases, each addressing distinct institutional requirements and
operationalizing the research objectives outlined above. These
phases correspond to the specific implementation steps detailed
in the architectural flowchart (see Fig. 1), with Table I to
Table Il providing systematic validation at each phase.
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Fig. 1. The RAPA architectural flowchart.

A. Phase I: Institutional and Foundational Readiness
(Flowchart Steps 1, 4)

This phase establishes the necessary security and financial
feasibility for institutional deployment (Cost and Compliance)
[Table I]. It addresses the critical "Cost and Compliance"
requirements that are often overlooked in pilot programs, but
become fatal bottlenecks at scale.

TABLE . COST AND COMPLIANCE

Flowchart Step Description and Technical Validation

TCO Analysis and Architecture: The framework
requires a Total Cost of Ownership (TCO)
analysis that validates the long-term cost-
efficiency of a local, self-hosted RAG
architecture over proprietary cloud services,
despite higher initial capital expenditure [16].
This local deployment should utilize
computational efficiencies (e.g., open-source
LLMs combined with RAG) [17].

Data Governance and Compliance: This step
establishes the security protocols necessary for
protecting student and institutional data. The
decision for local hosting is not merely financial
butmandatory for ensuring data sovereignty and
compliance with strict data protection mandates
such as FERPA (Family Educational Rights and
Privacy Act) in the US and GDPR (General Data
Protection Regulation) in Europe [18][19].
Third-party APIs often require sending data to
external servers, creating unacceptable risks of
data leakage. The RAPA architecture must
implement Input Validation and Anomaly
Detection modules as technical guardrails
against Retrieval Poisoning Attacks (also known
as "RAG poisoning" or prompt injection)
[19][20][21]. These security modules monitor
input prompts for adversarial patterns designed
to trick the model into revealing its system
instructions or retrieving unauthorized

Step 1: Al software
for institute

Step 4: Follow some
criteria
(Region/Age/Format)

documents from the vector database.
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B. Phase lI: Architectural Customization and Training
(Flowchart Steps 2, 3, 5, 6)

This phase operationalizes the lecturer’s subject matter
expertise into a high-fidelity RAG system. It is the core
"customization" engine of the RAPA framework, translating
lecturer knowledge into system constraints and conducting the
professional development necessary for faculty to effectively

guide Al in their pedagogical contexts (see Table II).

TABLEII.

ARCHITECTURAL CUSTOMIZATION AND TRAINING

Vol. 16, No. 12, 2025

Flowchart Step

Description and Technical Validation

Flowchart Step

Description and Technical Validation

Step 2: Lecturers
collect their own
resources

Data Ingestion Pipeline: Lecturers submit their
unique course materials (lecture notes, PDFs,
slide decks), which form the non-parametric
memory of the RAG system. To ensure high-
quality retrieval, advanced indexing techniques
are employed. Basic text splitting divides
documents at fixed character or token
boundaries, often breaking semantic units—for
instance, a paragraph on "three principles of
critical thinking" might be split mid-concept,
complicating subsequent retrieval [44][52].
Semantic chunking, by contrast, uses
embedding-based similarity to identify natural
concept boundaries, preserving complete
thoughts as retrieval units [52]. For educational
materials, this preserves pedagogical coherence:
a multi-paragraph explanation of a concept stays
together, rather than fragments appearing in
separate chunks.

Each chunk is annotated with structured
metadata:

. Course ID & Lecturer ID: Enables
course-specific retrieval, preventing cross-course
contamination (philosophy materials being
returned for English literature questions)
[22][23]

. Concept Tags: Semantic labels
identifying primary topics (e.g., "critical
thinking, Socratic method"), enabling higher-
precision matching than keyword-only retrieval
[22][23]

. Document Type: Distinguishes
readings, lecture notes, assignment rubrics, etc.,
allowing lecturers to specify retrieval
preferences (e.g., "prefer assignment rubrics for
procedural questions, readings for theoretical
questions')

. Compliance Flags: Identifies
materials that are proprietary, copyrighted, or
should be restricted

This metadata-enriched architecture dramatically
improves retrieval accuracy. When a student
asks about "dialectical reasoning," the system
can recognize through concept tags that this
relates to "Socratic dialogue" in the course
materials, even if those exact terms don't appear
in the student's question.

. "Engage with primary sources,
secondary sources only as supplementary"

A VET instructor might prioritize:

. "Lead with step-by-step procedural
instructions"

. "Provide worked examples before
asking students to practice"

. "Emphasize practicalapplication over
theoretical background"”

These rules are formalized through Prompt
Engineering—translating pedagogical
philosophy into explicit system prompts—and
implemented through Constrained RAG
architectures that enforce these rules at
generation time [23][25]. Rather than hoping the
model naturally follows preferences stated in
loose natural language instructions, ConsRAG
enforces constraints as hard validation rules:
outputs violating constraints are regenerated
until compliant [25][26].

For faculty, prompt engineering education is the
core of Phase II professional development.
Ratherthan requiring technical expertise, prompt
engineering for pedagogical constraint definition
is conducted in naturallanguage, using templates
and guided exercises. Faculty workshops guide
lecturers through articulating their teaching
philosophy, translating it into system constraints,
and iteratively refining constraints based on Al
output examples [24].

Step 5: Train Al tools
separately

Architectural Hardening (RbFT & ITER-
RETGEN): The system is hardened against the
inherent noise of educational data. This involves
applying Robust Fine-Tuning (RbFT) [4]. In
standard RAG, if the retriever fetches an
irrelevant document (a "retrieval defect"), the
LLM often tries to incorporate it into the answer,
leading to confusion. RbFT trains the LLM's
generative component using a specialized loss
function that rewards the model for detecting
and ignoring noisy or counterfactual chunks,
even if they are presented as context.2 For
complex, multi-hop queries that demand higher-
order thinking (e.g., "How does the theory in
Lecture 1 apply to the case study in Lecture 5?"),
the architecture integrates Iterative RAG (ITER-
RETGEN). This technique allows the model to
generate a partial rationale (Chain-of-Thought),
determining that it needs more information, and
then issue a second retrieval query to fetch the
missing link, effectively "reasoning" its way to
the answer [7][33].

Step 3: Lecturers
create lecture pattern
and rules

Lecturers define pedagogical rules—their
teaching philosophy translated into formal
system constraints. A humanities lecturer might
specify:

. "Always present multiple
interpretations before advocating for one"
. "Use Socratic questioning format

rather than direct answers"

Step 6: Integrate
trained Al assistant
with individual course

Professional Development (PD) - The Dialogic
Video Cycle: PD is mandatory [25][57],
continuous, and rooted in active learning [27].
The program is adapted from the Dialogic Video
Cycle (DVC) model [28]. In the RAPA
adaptation, the "video" component is expanded
to include interaction logs. Faculty participate in
a cycle of:

1. Plan: designing prompts and rules.
2. Act: deploying the Al in class.
3. Reflect: analyzing video recordings

of the class alongside the Al chat logs in a group
setting.
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Flowchart Step Description and Technical Validation

Flowchart Step Description and Technical Validation

This "collective participation" allows faculty to
critique the Al's performance (e.g., "The Al gave
the answer too quickly here") and immediately
refine the system prompts for the next cycle,
creating a tight feedback loop between
pedagogical intent and technical performance

[12]129].

C. Phase Ill: Evaluation and Impact Assessment (Flowchart
Steps 7 and 8)
The final phase focuses on the student experience and the
rigorous validation of the system's impact on Critical Thinking
(CT) and technical performance (Table III).

TABLE III. EVALUATION AND IMPACT ASSESSMENT

Flowchart Step Description and Technical Validation

The RAPA output is engineered to enforce
transparency—delivering answers with two
mandatory components:

1. Chain-of-Thought (CoT) Reasoning
Steps: Displaying explicit reasoning steps
models critical thinking and enables students to
follow the logical progression of the argument
[7]. Rather than receiving only the final answer,
students see: "To answer this question, I first
need to establish X, then apply principal Y to X,
then consider constraint Z, which modifies the
application of Y, then synthesize into the final
conclusion." This scaffolding makes the
reasoning process visible for student critique.

2. Verifiable Citations: Generated
claims are automatically linked to specific
chunks in the institutional knowledge base,
showing students exactly what sources support
each claim. This differs from general LLM
citations, which might reference external sources
ortraining data—RAPA citations point only to
lecturer-provided materials, enabling students to
verify claims against primary sources [7][8].

The architectural enforcement is critical: the
system cannot generate output without CoT
reasoning steps and citations. This differs from
optional output modalities (where models might
"choose" to include reasoning or not) and
ensures consistency across all system
interactions.

Deployment and Latency Optimization: To
ensure RAPA remains responsive under heavy
student use, deployment utilizes Approximate
Caching (PROXIMITY mechanism) to reduce
database latency and enable high scalability [31].
PROXIMITY-LSH (Locality-Sensitive Hashing)
maintains a cache of previously retrieved
document sets, hashing incoming queries to
quickly identify whether they're similar enough
to reuse cached results. This reduces vector
database queries by up to 77.2%, providing
dramatic latency improvements for repetitive
query patternstypical of large cohorts [31]. Fora
university with 5,000+ concurrent students, this
caching enables deployment on a single
moderately-equipped server rather than requiring

Step 7: Students use
Al assistant

massive database infrastructure [32].

Assessment Design: The core pedagogical
instrument is the Critical AI Analysis
Assignment. In this assignment, students are not
graded on the Al's answer, but on their critique
of it. They must identify inaccuracies, biases,
limitations, and verify the citations against the
primary texts [32].

Evaluation Instruments: The framework employs
a mixed-methods evaluation using a validated
quasi-experimental design [34]:

1. Quantitative (CT): Validated instruments such
as the Watson-Glaser Critical Thinking
Appraisal (WGCTA) or the Comell Critical
Thinking Test (CCTT) are used for pre- and
post-testing to measure gains in critical thinking
skills [34].

Step 8: Critical
Thinking & Al
Literacy Metrics

2. Quantitative (Technical): Technical
performance is measured using RAGAS metrics
(Retrieval Augmented Generation Assessment)
[55]. Key metrics include Faithfulness
(measuring if the answer is derived only from
the retrieved context) and Context Precision
(measuring if the relevant chunks were ranked
correctly in the retrieval) [35][1].

3. Qualitative: Rubrics designed to assess
features that Al typically performs poorly on,
such as nuance, complexity, and originality [36].

IV. RESULTS AND DISCUSSION

This section discusses how the integrated RAPA
methodology fundamentally solves the three research
objectives, synthesizing the empirical validation from the
literature.

A. PHASE I: Cost-Effectiveness and Sustainable Deployment

The framework's foundational viability depends on
demonstrating that local RAG deployment is economically
sustainable and cost-competitive with cloud alternatives.

TCO Analysis Findings: Preliminary analysis across three
institutional scenarios (large research university with 30,000
students; regional comprehensive university with 12,000
students; small liberal arts college with 2,000 students) shows
thaton-premises RAG with SLMs reaches cost parity with cloud
APIs within 4-6 years and exhibits 30-50% cost savings by year
7-10, once infrastructure investments are amortized [48][50].
For large institutions exceeding 15+ million annual inferences
(50% course penetration, 30% student usage), on-premises
infrastructure becomes cost-advantageous within 3-4 years
[48][50].

Computational Efficiency and Low-Resource Accessibility:
The framework ensures accessibility across resource contexts
through strategic deployment of computational efficiencies:

Small Language Models (SLMs) with PEFT: RAPA relies
on RAG combined with small, efficient LLMs (3B-13B
parameters) and Parameter-Efficient Fine-Tuning [5][39]. This
strategic combination delivers high performance with
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substantially lower energy and memory consumption than full-
scale LLMs [5][16]. For example, Mistral 7B or Phi-3 3B
models, when combined with LoRA-based PEFT fine-tuning for
pedagogical constraint specification, achieve 70-85% of full
LLM performance while requiring only 10-20% of
computational resources [5][37]. Importantly, these models run
efficiently on mid-range GPUs (4-8GB VRAM) common in
aging institutional computer labs—resources that cannot
execute full-scale models but are ubiquitous in Humanities and
VET departments [37][41].

PROXIMITY-LSH Caching Infrastructure Efficiency: The
PROXIMITY caching mechanism (Question 19) reduces vector
database queries by up to 77.2% under typical institutional
workload patterns [31]. Forauniversity deployingRAPA across
100 courses with 5,000+ concurrent students, this reduction
reduces infrastructure requirements from multiple distributed
database servers to a single, moderately equipped machine. The
77% reduction in database I/O directly translates into a 77%
reduction in database infrastructure costs, enabling deployments
that would otherwise exceed institutional IT budgets [31].

Combined Cost Impact: The synergy of SLMs + PEFT +
PROXIMITY caching produces cost reductions of 60-80%
compared to full-scale model deployment without caching. For
an institution witha typical $ 500K annual operational budget for
educational technology, RAPA deployment could be
accommodated within existing budget allocations rather than
requiring new expenditure [48][50].

Data Sovereignty and Compliance Validation: Analysis
confirms that local hosting architecture meets FERPA and
GDPR requirements. All student interaction data, lecturer
materials, and system logs remain on institutional servers; no
data is transmitted to external services. Input Validation and
Anomaly Detection measures (as validated in research on
retrieval poisoning attacks [ 19][20]) successfully block known
injection patterns while maintaining low false-positive rates
[19][20].

B. Equitable Integration of Al Literacy

The framework ensures equitable integration by proactively
addressing technical and pedagogical constraints inherent to
low-resource environments, thereby preventing Al from
widening the digital divide [38][41][42].

Computational Accessibility: The deployment of RAG with
SLMs and PEFT enables cost-efficient deployment on existing
institutional hardware across Humanities and VET departments
[51[16][39][40]. This directly addresses the resource barrier
identified as a critical challenge in equitable Al access
[27][29][30]. Humanities departments with legacy computer
labs find that RAPA operates effectively on existing equipment,
rather than requiring new GPU-intensive infrastructure
investment that would be economically unfeasible for budget-
constrained programs.

Pedagogical Accessibility and Disciplinary Autonomy: The
PD program is explicitly rooted in the TPACK framework [25],
strategically shifting focus from technical skill acquisition
(which favors STEM fields with computational backgrounds) to
Pedagogical Content Knowledge and ethical reflection [2][28].
Lecturersin VET or Humanities can directly apply their domain
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expertise to define RAPA constraints without writing code;
constraint definition uses natural language templates and guided
workshopexercises ratherthan technical programming [ 24][40].
This design respects disciplinary diversity: History faculty
define constraints appropriate to historical thinking;
Engineering faculty specify constraints appropriate to design
methodology; Nursing faculty configure constraints for clinical
reasoning. No single pedagogical approach is universalized.

Validation Across Disciplines: The evaluation framework
mandates a specialized quasi-experimental sampling strategy
thatexplicitly includes low-resourcedisciplines [24][34]. Rather
than piloting exclusively in STEM departments (easier for
technical reasons) and extrapolating, the framework requires
testing across Humanities, Social Sciences, VET, and STEM
concurrently, ensuring the resulting guidance is valid across the
academic spectrum [41]. Project-Based Learning (PBL)
approaches to Al literacy have been validated as effective
pedagogical models for non-STEM subjects, with evidence
suggesting that PBL-based Al curricula increase both
engagement and learning outcomes in Humanities and Social
Sciences [33][42][43].

Addressing Epistemological Differences: An important
finding from preliminary PD implementation is that faculty
across disciplines conceptualize appropriate Al use differently,
reflectingdisciplinary epistemologies. STEM faculty often view
Al as a tool for computational efficiency; Humanities faculty
prioritize Al as a dialectical partner for developing arguments;
VET faculty emphasize Al for procedure generation and
troubleshooting. Rather than imposing a unified "Al literacy"
definition, RAPA's flexible constraint system accommodates
these epistemological differences. This flexibility prevents the
common problem where technology integration initiatives
designed for STEM become poorly-fitting [28], low-
engagement exercises when mandated across the entire
institution.

C. Critical Thinking and Metacognitive Development

The framework's solution to the critical thinking deficit is
architectural: it makes the Al assistant's reasoning process
transparent and subject to academic review [39], directly
counteracting observed Al weakness in fostering practical
problem-solving ability and generating nuanced output.

Critical Thinking Development Through Architectural
Scaffolding: By mandating explicit CoT reasoning steps and
verifiablesourcecitations (Step 7),the RAPA system transforms
the student's learning task from a simple answer retrieval into a
critical validation exercise [7][45]. The student's goal shifts:
rather than "use Alto answer my question," it becomes "analyze
the Al's reasoning, verify its claims, identify its limitations, and
propose improvements." This represents a fundamental
pedagogical shift toward what we might call “educated
skepticism,” learning to use powerful tools while maintaining
critical evaluation.

Importantly, this architectural enforcement creates
consistency. In systems where CoT reasoning is optional or
probabilistic, students receive varying levels of reasoning
transparency; some responses include reasoning, others don'.
RAPA's mandatory CoT ensures that every answer includes

281 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

visible reasoning, making critical analysis a consistent
assignment expectation rather than leaving it to the system to
generate [7].

Mitigating Bias and Hallucination Through Multi-Layered
Defense: The system employs multiple defenses against
inaccuracies and ethical bias:

e Technical Defense: Robust Fine-Tuning (RbFT) trains
the LLM to actively detectand ignore counterfactual or
noisy context [6]. When students verify Al claims
against sources (as part of the Critical Al Analysis
Assignment), they find that the AI's claims are grounded
in evidence rather than hallucinations.

e Evaluation Defense: Critical Al Analysis Assignments
ensure human judgment remains the final safeguard
[36][46]. Rubrics are customized to penalize outputs that
lack nuance, complexity, and originality—precisely the
areas where Al outputs are substandard. This rubric
design creates incentive alignment: students are
rewarded for identifyingexactly what Aldoespoorly and
for developing expertise in recognizing Al limitations
[36].

e Pedagogical Defense: Faculty constraint definition can
explicitly require acknowledgment of limitations,
alternative viewpoints, or nuance. A lecturer can
constrain the system: "Always acknowledge opposing
viewpoints before presenting the main argument," or
"Identify assumptions underlying this analysis." These
constraints, enforced during generation, structurally
reduce the bias and narrow-mindedness common in
unconstrained Al outputs [25].

Rubric Design and Al Weakness Targeting: Rubrics for
Critical Al Analysis Assignments are intentionally designed to
target Al weaknesses:

e Shallow Analysis: Students receive points for identifying
areas where the Al oversimplified complex issues

e Lack of Nuance: Students earn credit for recognizing
where the Al presented single perspectives without
acknowledging complexity

e Unsupported Generalizations: Assessment rewards
students for catching claims lacking sufficient evidence

e Missing Ethical Considerations: Rubrics specifically
assess whether student analysis identifies ethical
dimensions that the Al overlooked

This rubric design aligns learning objectives (developing
critical thinking) with assessment (students demonstrating
critical thinking by critiquing Al output) [36]. The rubric
becomes a scaffold helping students recognize sophisticated
critique.

V. CONCLUSION AND FUTURE WORK

The RAPA methodology provides a verifiable,
architecturally advanced framework for integrating domain-
specific Al in education. By committing Hybrid RAG for
performance [53], local hosting for compliance, and the DVC
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model for pedagogical competence [29], the framework
establishes a pathway to foster critical thinking and ensure
equitable Al literacy across all academic disciplines [54].

A. Strategic Recommendations

e AdoptModular Architecture: Future deployments should
prioritize Modular RAG frameworks, integrating
efficiency modules (PROXIMITY [31], Oreo [56]) with
iterative reasoning modules (ITER-RETGEN) [7] to
ensure systems can reliably handle high-volume queries
and complex synthesis tasks.

e Mandate Reflection-Based PD: The continued efficacy
of RAPA hinges on institutionalizing the DVC-inspired
PD cycle[25][57],requiring faculty to use Aloutput logs
as core reflective material to continuously refine their
Prompt Engineering (rules) and pedagogical strategies
[35].

B. Future Research

Future research must focus on the longitudinal, empirical
validation of the framework's pedagogical components:

1) Multimodal RAG extension: Future research should
extend RAPA to include Multimodal RAG capabilities for
integrating non-textual data—engineering diagrams, art history
images, code snippets, video lectures [58][59]. This is required
to fully validate equitable integration across disciplines thatdo
notrely solelyon text. Establishinga clear technical framework
will be essential, including outlining data formats and sources
across diverse disciplines, implementing data preprocessing
techniques, and developing cross-modal retrieval algorithms
enabling seamless integration of text with other data types
[58][59]. Additionally, pedagogical strategies must guide
educators in leveraging multimodal capabilities effectively,
ensuring faculty across fields can incorporate visual, tactile, or
auditory elements to enhance learing outcomes and inclusivity
[58][59].

2) Cultural contexts and institutional culture: An
important future research question should explore the role of
cultural contexts in shaping the effectiveness of Professional
Development (PD) over time [57]. Identifying variables that
capture how institutional culture influences PD could open
valuable comparative studies across universities, enhancing our
understanding of global educational environments. Possible
candidate variables include leadership style, faculty autonomy,
resource allocation, decision-making processes, organizational
climate, and communication channels. These variables will
help frame comparative research and develop hypotheses.

3) Causal pathway analysis: A long-term quasi-
experimental study is needed, utilizing structural equation
modeling (PLS-PM) to definitively verify the indirect causal
pathway: PD Intervention — Improved Teacher Competence
— Improved Student Critical Thinking — Academic
Achievement Gains

Each arrow represents an empirical claim requiring
validation: Does PD improve teacher competence? Does
improved teaching develop students' critical thinking? Does
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critical thinking translate to improved academic outcomes?
Longitudinal data spanning 2 to 3 years across multiple cohorts
would enable robust path analysis [27].
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