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Abstract—RecKkless driving behavior on the road can increase
the risk of traffic accidents for drivers and other road users.
Currently, supervision remains weak, particularly in direct
supervision, due to the limited number of officers. This study
developed an automated system to detect reckless drivers based
on their road trajectories. This system comprised three
subsystems: car detection, car tracking, and driving trajectory
detection. In the driving trajectory detection subsystem, we
proposed an improved YOLO11n-cls method developed from
YOLO11n-cls by adding convolution and C3Kk2 blocks. The test
results showed that the proposed model achieved an accuracy
increase of 44% over YOLOIl1n-cls. The proposed model
achieved an accuracy of 0.935 and an inference time of 0.5 ms for
car trajectory classification. In addition, the proposed model
achieved higher accuracy than all YOLO11 models (YOLO11n-
cls, YOLO11s-cls, YOLO11m-cls, YOLO11l-cls, and YOLO11x-
cls) and all YOLO12 models (YOLOI12n-cls, YOLO12s-cls,
YOLO12m-cls, YOLO12l-cls, and YOLO12x-cls). Therefore, the
proposed model is better suited to support traffic law
enforcement, especially the real-time detection of reckless drivers
on highways.

Keywords—Reckless driving detection; improved YOLOI In-cls;
added convolution blocks; added C3k2 blocks

I.  INTRODUCTION

Deaths from traffic accidents remain a serious global
problem. One contributing factor is drivers who disobey traffic
regulations, such as dangerous or reckless driving. These
violations not only endanger the driver but also put other road
users at risk, thereby increasing the likelihood of accidents.
Furthermore, many violations still occur. Therefore, it is
crucial to strengthen supervision and enforcement of the rules.
Currently, supervision is still carried out directly on the road
due to limited personnel. This way has the disadvantage of
potentially undetected violations. One solution to this problem
is to utilize roadside surveillance cameras in conjunction with
automated detection systems to identify drivers who drive
dangerously or recklessly, thereby preventing traffic accidents.
This system requires high accuracy and speed to be
implemented in real time.

Research on detecting reckless driving behavior on the
highway began about a decade ago. Based on the location of
the sensor installation, this research was divided into two
categories, namely sensors installed inside the car and
surveillance camera sensors installed above the highway.
Sensors installed inside the car monitor driver behavior
directly. Meanwhile, surveillance camera sensors installed

above the highway analyze driver trajectory patterns and
speeds. Some methods used for sensor-based car systems
included AdaBoost [1], Backpropagation [2], Support Vector
Machine (SVM) [3], Graph Convolutional Long Short-term
Memory networks (GConvLSTM) [4], YOLOVS5 [5], YOLOv8
[6], and ResNetl8+SCConv [7]. Meanwhile, some methods
using surveillance cameras installed above the highway were
SVM [8], Boosting Artificial Intelligence (BAI) [9],
Lightweight Graph Convolution (LGC) [10], Convolutional
Neural Network (CNN) [11][12], YOLOvV2 [13], and YOLOV3
[14].

Cameras installed above the road are better suited for law
enforcement, especially for detecting reckless driving.
YOLOvV2 and YOLOV3 are superior to other methods in
single-frame multi-object detection, but they have weaknesses
in detecting small objects and require substantial computational
resources [13][14]. The models make them challenging to
implement in real-time. These models produce low accuracy on
small-looking car objects.

YOLO excels because it is fast, accurate, efficient, and easy
to implement. It is also suitable for real-time object detection
across various applications, including detecting parking space
availability [15], video summarization [16], anomaly detection
from a video surveillance camera [17], and student behavior
detection [18]. Another investigation aimed at detecting
pedestrians [19], vehicles [20], and road objects [21]. YOLOv2
and YOLOv3 have been used for reckless driver detection, but
these models produce relatively low accuracy and long
computation time compared to YOLO11.

This study proposed a system for detecting reckless car
drivers on the road based on their trajectories, suitable for real-
time conditions. This system comprised three subsystems: car
detection, car tracking, and driving trajectory detection. We
utilize the modified YOLOI1 in the car detection subsystem,
the ByteTrack algorithm in the car tracking subsystem, and the
improved YOLO1 1n-cls model for driving trajectory detection.
YOLOLll1n-cls still produces substantial errors in classifying
car trajectories on the highway, especially in the smooth lane-
change class. This study develops the improved YOLOI 1n-cls
model, which is based on YOLOI11n-cls. This model added
convolutional layers and C3k2 blocks to expand the model's
representation capacity, resultng in a YOLOIlIn-cls
architecture that was more powerful at classifying car driver
trajectories on the road. The development of this model aims to
improve the accuracy of car trajectory classification on the
road while maintaining a consistent speed.
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II. MATERIALS AND METHODS

A. Dataset

The data used in this study are vehicle trajectory images
from a 70-minute video recording on a highway. The video has
a resolution of 960 x 540 pixels and a frame rate of 30 frames
per second (fps). The recording was made with a camera
mounted above the highway. The data was recorded on a
highway in Semarang City, Indonesia. Fig. 1 is an example of a
frame from this video.

Fig. 1. Example of a video frame.

The trajectory data consisted of 153 images across three
classes: 87 for straight driving, 30 for smooth lane changes,
and 36 for reckless driving. This dataset was split into two
parts: 70% for training and 30% for testing. The straight
driving class represents the trajectory of a car that does not
change lanes, and the smooth lane change class represents the
trajectory of a car that changes lanes once. Meanwhile, the
reckless driving class represents a car that changes lanes more
than once. An example of this dataset is shown in Fig. 2.

B. Proposed System

The method proposed in this study was a reckless road
traffic detection system based on the driver's car trajectory.
This system consisted of three subsystems: car detection, car
tracking, and driving trajectory detection, as illustrated in
Fig. 3. The car detection subsystem determined the car's
position on the road. The method used was modified
YOLO11m, which has been shown to achieve higher mAP
than YOLOv8x, YOLOv8m, and all YOLO11 models [22].
The next subsystem was car tracking, which determined each
car's trajectory on the road. The method used in this tracking
was the ByteTrack algorithm. This algorithm has been
demonstrated to outperform other tracking methods, including
SORT, DeepSORT, and DeepMOT [23].

The final subsystem, driving trajectory detection, is
illustrated in Fig. 4. It comprises several processes: car
trajectory reconstruction, Region of Interest (ROI) frame
determination, and trajectory classification. The trajectory
reconstruction process was used to redraw the car's trajectory
on a base frame. This base frame was obtained from one of the
video recording frames. Next, the ROI was determined to
identify the key areas of the trajectory, namely the road. The
ROI was determined by determining 4 points on the highway
boundary. The ROI area was left fixed while the others were
colored black. The next step was to crop the ROI, then
continue the perspective transformation (warping) to produce
only the ROI area of the car's trajectory on the highway.

Vol. 16, No. 12, 2025

The final process involved classifying the trajectory of the
car in this image. This study developed a YOLOI1 1n-cls model
for classifying three car-trajectory classes: straight driving,
smooth lane change, and reckless driving. The proposed
method is named improved YOLOI11n-cls, as shown in Fig. 5.
The YOLOIlIn-cls model was essentially a YOLO-based
classification model that used a lightweight backbone with
convolutional blocks and C3k2 modules for feature extraction,
along with a C2PSA (Cross-Stage Partial Squeeze-and-
Attention) module to capture spatial and contextual
dependencies at a high feature level [24]. This structure is
designed to be computationally efficient, while still producing
rich feature representations, making it suitable for various
image classification tasks, including vehicle movement
trajectories.

Fig.2. Example of datasets: (a) Straight driving class, (b) Smooth lane
change class, (c) Reckless driving class.
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Fig.3. The proposed system for reckless road traffic detection.

In the improved YOLOIIn-cls model, we modified the
backbone to enhance its feature extraction, particularly for
complex car trajectory patterns. This modification was
achieved by adding a convolutional layer with 2,028 output
channels, followed by a C3k2 block at the high-level feature
level. This addition aims to expand the model's representation
capacity to capture variations in trajectory patterns, increase
| ::ac’::t’:ﬁg:zz | feature depth, and improve sensitivity to subtle visual

differences across trajectory classes. The C3k2 block produces
more efficient computation compared to C2f in the previous
version of the YOLO model. Furthermore, the C2PSA module
was expanded to process higher-resolution features, thereby
improving the network's spatial and contextual attention.

The primary objective of this method development is to
enhance classification accuracy while maintaining a relatively
fast inference time, thereby enabling the model to be applied
efficiently in real-time systems. The improved YOLOI 1n-cls
model is expected to deliver more accurate, responsive
classification, potentially supporting intelligent transportation
systems and real-time driver behavior analysis.

C. Performance Evaluation

The classification model was evaluated using accuracy
(Acc), precision, recall, and Fl-score as defined by Eq. (1),
Eq. 2), Eq. (3), and Eq. (4), respectively [25]. The variable
Tpos (true positive) represents the number of samples that are
correctly classified as belonging to a specific class. In contrast,
Theg (true negative) indicates the number of samples that are
correctly classified as not belonging to that class. Fyes (false
positive) refers to the number of samples that are incorrectly
classified as belonging to a class when they actually belong to
another class, and Fe (false negative) denotes the number of
samples that belong to a specific class but are incorrectly
classified as another class.

Trajectory Classification
(improved YOLO11n-cls)
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N Accuration = pos_Tneg (1)
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Fig. 4. Driving trajectory detection subsystem. F1 — score =2 X Precision x Recall (4)

Precision +Recall
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Fig.5. Improved YOLOI In-cls architecture (proposed model).

III. EXPERIMENTS AND RESULTS

Testing was conducted using several scenarios. First, we
tested the proposed method on a dataset. Next, we performed
data augmentation to augment the training data. The proposed
method was then compared with several other models. The
results of the first test using the proposed method are shown in
Table I. The precision and recall values for the reckless driving
class were quite good. In fact, the recall value was perfect, but
the precision and recall for the smooth lane change class could
not be classified. Meanwhile, the accuracy, inference time, and
training time from this test resulted in 0.891, 0.5 ms, and 0.062
hours, respectively.
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The training dataset for the first test was still small—only
107 images—so we augmented the data. The technique used
was horizontal scaling. Each vehicle trajectory was scaled
proportionally to its starting point, using a scale factor of 0.4-
1.5 and a scale increment of 0.1. This technique maintains the
original trajectory shape while introducing left-right shifts,
making the model more robust to differences in vehicle
positions within the lane. The resulting augmented data
amounted to 326, so the training data became 433. The test
results, incorporating the augmented data, are presented in
Table II. The precision and recall values for the reckless
driving class were 0.8750 and 1, respectively. The F1-score of
the smooth lane change class experienced a significant increase
of 0.6667. The confusion matrix of this classification is shown
in Table III. The proposed model performs reasonably well at
predicting reckless and straight driving, but it still struggles to
predict smooth lane changes. Further improvements are
needed. Furthermore, additional trajectory datasets are needed
to improve accuracy across all classes. Frequent lane changes
and high speeds are characteristic of reckless drivers. The
proposed method can be combined with speed exceeding
threshold detection.

The comparison of accuracy, inference time, and training
time between before and after the addition of augmented data
is shown in Table IV. From this table, it can be seen that with
the addition of augmented data, accuracy increased by 4.4%,
while inference time remained the same. Meanwhile, the
training time increased threefold. Therefore, it can be
concluded that the proposed method, improved YOLOI 1n-cls,
is more suitable for car trajectory -classification than
YOLOI1 1n-cls.

TABLEI. TEST RESULTS OF THE PROPOSED METHOD ON THE DATASET
WITHOUT AUGMENTATION
Class Precision Recall F1-score
Reckless driving 0.9375 1.0000 0.9684
Smooth lane change 0.0000 0.0000 0.0000
Straight driving 0.9630 0.8966 0.9285

TABLEII. TEST RESULTS OF THE PROPOSED METHOD ON THE DATASET
WITH AUGMENTATION
Class Precision Recall F1-score
Reckless Driving 0.8750 1.0000 0.9333
Smooth Lane Change 0.6667 0.6667 0.6667
Straight Driving 1.0000 0.9310 0.9646

TABLE III. CONFUSION MATRIX OF TRAJECTORY CLASSIFICATION
Actual Value
Reckless Smooth lane Straight
driving change driving
2 Reckless driving 14 0 0
'-;ﬁ Smooth lane change 1 2 0
S
a Straight driving 1 1 27
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TABLEIV. COMPARISON RESULTS WITH AND WITHOUT AUGMENTATION
Augmentasi Acc Inference time Training time
No 0.891 0.5 0.062

Yes 0.935 0.5 0.172

Finally, the proposed method was compared with YOLO11
models and YOLOI12 models, as shown in Table V. From this
table, it is evident that the proposed model's accuracy surpasses
that of the other models. At the same time, the inference time is
ranked second among all. The proposed method achieves an
accuracy of 0.935 and an inference time of 0.5 ms. Therefore,
it can be concluded that the proposed method is more suitable
for real-time car trajectory classification than all YOLO11 and
YOLOI12 models. The proposed model improves the average
precision of reckless driving detection using vehicle
trajectories. Compared to YOLOII1, the proposed model
achieved higher accuracy due to its enhanced representation
capacity and ability to process higher-resolution features.

TABLE V. COMPARISON RESULTS OF THE PROPOSED METHOD WITH ALL
YOLO11 AND YOLOV12 MODELS
Model Acc Inference time (ms) | Training time (hours)
YOLOLl 1n-cls 0913 0.4 0.170
YOLOLl 1s-cls 0.870 0.5 0.051
YOLOI 1m-cls 0.891 0.5 0.110
YOLOLl 1l-cls 0.891 0.9 0.078
YOLOLI 1x-cls 0913 0.7 0.100
YOLOI2n-cls 0.870 0.8 0.064
YOLOI12s-cls 0.848 1.0 0.067
YOLOI12m-cls 0.870 0.6 0.076
YOLOI2l-cls 0.891 2.0 0.126
YOLOI12x-cls 0.870 3.0 0.136
Proposed 0.935 0.5 0.172

IV. CONCLUSION

This study developed a system to detect dangerous driving
behavior based on vehicle trajectories. The developed system
consisted of three subsystems: car detection using a modified
YOLOLI1, car tracking using ByteTrack, and driving trajectory
detection using an improved YOLOIllIn-cls. Improved
YOLOlln—cls is a model developed from the original
YOLOlIn-cls by adding convolution and C3k2 blocks before
the C2PSA block. The test results show that the proposed
model can improve accuracy by 4.4% compared to YOLOI 1n-
cls. The proposed model achieves an accuracy of 0.935 and an
inference time of 0.5 ms. Additionally, the resulting model
outperforms all YOLOI11-cls and YOLO12-cls models. These
results can improve the average precision of reckless driver
detection based on their trajectory. However, the proposed
model still performs poorly in predicting smooth lane changes.
Therefore, the proposed model is better suited to support traffic
law enforcement, especially the real-time detection of reckless
drivers on highways. Further research can expand the dataset
with more diverse traffic conditions and refine the
classification model to capture more complex driving patterns.
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