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Abstract—One of the most significant worldwide health
concerns in low-middle-income nations over the past few decades
is Malaria, especially in Kenya. In Kenya, seventy per cent of
people reside in areas where malaria is widespread, and most of
them face obstacles getting access to medical care because of social
culture, distance, and lack of money. Malaria transmission is high,
particularly in Kenya’s remote areas, despite a plethora of
scientific efforts to combat the disease. This study aims to design
and develop an intelligent malaria diagnesis model for early
symptom detection using an Adaptive Neuro-fuzzy-Inference
System with a 2000 dataset extracted from Six Types of Patient
Data Inputs to optimize the model performance. The result
achieved was 98.3% accuracy,which contrasted with the pertinent
cutting-edge finding to illustrate the benefits of the suggested
approach. The main contributions of this study are a combined Six
Types of Patient Data Inputs, including Demographic, Symptoms,
Blood pressure, Heartbeats, Height, and Weight, using fuzzy
Systems techniques to detect early malaria symptoms accurately.
The combined patient data input used for evaluation is
demonstrated in the results, and the technique can identify
different forms of malaria and has the best outcome when
compared to relevant findings from the existing studies.

Keywords—Malaria diagnosis system; malaria symptoms;
classifier; ANFIS; fuzzy rules

I.  INTRODUCTION

In sub-Saharan Africa, the prevalence of malaria is still high
despitea number of control measures. Malaria is a potentially
fatal illness caused by parasites carried by infected female
Anopheles mosquitoes [37]. Among the potential forms of
malaria are Malignant (M), Tertian (T), Quartan (Q) malaria
describe different malaria fever cycle patterns or refer to types
of malaria defined by the periodicity of fever spikes that are
caused by various species of Plasmodium. Different parasites
are responsible for each type of malaria. Plasmodium
falciparum, the worst malaria parasite, causes malignant
malaria, a deadlytypeofmalaria. Ithas an irregularor quotidian
(daily) fever pattern. Patients with falciparum may develop a
typhoidal illness ifthey do notreceive timely treatment because
the disease’s presentation is so varied and mimics typhoidal
symptoms. Oval parasites and Plasmodium vivax are the causes
of Tertian malaria. Every second day, this parasite creates a
fever. Plasmodium malariaeis the organismthat causes quartan
malaria. Every third day, this parasite creates a fever [37].

Globally, 247 million cases of malaria were reported in
2021, up 2 million from 245 million in 2020 [1]. This projected
increase in 2021 was majorly reported in sub- Saharan Africa
[1]. In Kenya, it was estimated approximately 3.3 million
malaria cases and remains a major public health problem with
70% of the population at risk of the disease [2].

The government of Kenya launched a 2 day program,
training around four fifty private medicine retailers in 3 Kenya
endemic districts. The funding total ranged from US$5,000 to
US$6,000 per district. The United Nations Children’s Fund
(UNICEF) and the Global Fund supported implementation
costs to Fight AIDS, Tuberculosis, and Malaria [3]. However,
highrates of deaths still exist through malaria. Accordingto the
World Health Organization (WHO), about 3.4 million malaria
cases and 12,000 deaths have been registered in Kenyain 2021
[4]. In sub-Saharan Africa, where 94% of deaths are reported
eachyear, thisissueis particularly serious [5]. This condition is
predicted to become worse especially in the Coastal and
Western regions with the pandemic that has compromised
malaria treatment and intervention measures [5].
Malignant/tertian malaria caused by Plasmodium falciparum
species accounts for over 99% of malaria cases [6].

Although study focus on medication over the counter
carried out which revealed that malaria medications over- the-
counter (OTC) are oftenthe first point of care for African adults
and children. Usingthe diagnosis systemin private drugoutlets
remains low, leading to overprescribing antimalarials [1].

Research including Machine Learning (ML) techniques
with features have been conducted to predict malaria [7],[8],
[9]. This procedure involved illumination correction,
erythrocyte categorization, feature collecting and classification.
However, mortality is still increasing.

Neuro-Fuzzy expert system diagnostic software has also
been developed with Microsoft Visual C# (C Sharp)
programming language and Microsoft SQL Server 2012 to
manage the database [10]. Multiple algorithms were also
employed to optimize model performance and classify malaria
accuracy [11]. Moreover, some studies focused only in various
studies researchers have utilized different numbers of
symptoms, for instance, 10 symptoms [12] and 12 symptoms
[13].
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Despite various malaria diagnosis approaches focusing
toward solvingthe problem, theseapproachessufferfroma lack
ofcomprehensivedata[14]. The literaturereveals that previous
malaria diagnosis studies have only conducted research
employing two inputs, symptoms and non-symptoms.

This proposed study aims to fill this significant gap, by
introducing a novel methods combining Six Types of Patient
Data Inputs that include Demographic (name, address, date of
birth, and contact details), Symptoms, Blood pressure,
Heartbeats, Height and Weight, based on ANFIS that can be
utilized in healthcare in Kenya to conduct a comprehensive
clinical diagnosis of malaria to detect early symptoms
accurately and plan appropriate treatment. The definition of Six
Types of Patient Data Inputsis presented in Section III(D). To
the best of our understanding, previous studies haven’t utilized
a method combining the Six Types of Patient Data Inputs.

A. Main Contribution

Our main contribution is a novel method, combining Six
Patient Data Inputs, which include Demographic, Symptoms,
Blood pressure, Heartbeats, Height,and Weight, based on ANFIS
to detect malaria accurately. From these Six Patient Data
Inputs, 2000 data were gathered that were utilized to produce
fuzzy models, fuzzy rules leading to detecting early malaria
symptoms. Using data based on the Six Patient Data Inputs
leads to higher accuracy and reliability, while using a few
symptoms often results in uncertainty and potential
misdiagnosis. This study is the first to utilize the novel method
combining Six Patient Data Inputs in the field.

The main goal of this research is to design and build an
intelligent malaria diagnosis model for early symptom
detectionusing an Adaptive-Network, such as a Neuro-Fuzzy
Inference System (ANFIS) with Six Types of Patient Data
Inputs. Thus, the study’s main objectives are:

1) Identify and extract features based on the Six Types of
Patient Data Inputs.

2) Develop state-of-the-art models based on advance
techniques such as ANFIS.

3) Train and test the model to measure the performances.

4) Compare findings of the proposed study with the
existing findings in the field to clearly show the merit of the
proposed method.

Advantages of the new method: significantly help doctors
to conduct a comprehensive diagnosis of early malaria
symptoms and plan appropriate treatment, improved accuracy
of early malaria diagnosis and reduced malaria risks. Increase
patients’ confidence in early malaria symptoms diagnosis.
Usingsix different data types will enable the implementation of
the real-world Al App for early malaria symptoms diagnosis in
remote settings.

This study’s remaining sections are organized as follows:
Section II offers literature review which is approached
critically. Section III describes methodology and methods
including Data collection and Sources, Six Types of Patient
Data Input, ANFIS and Fuzzy rules together with Ethical
consideration. Section IV presents the description of
experimental procedures, including training and testing. While
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the study’s findings are shown in Section V, the discussion of
the results, including contribution of the proposed method,
comparisons, limitations and strength are presented in
Section VI. The study concludes and provides directions for
future research in Section VIL

II. LITERATURE REVIEW

A. Multiple Algorithms: ANN, CNN, ANFIS

First, when making decisions that could affecta patient,
practitioners use the information provided by a malaria
diagnosis. To detect malaria and predictrisk factors, Artificial
intelligence (AI) has been employed as a usable tool [15].

Uzun et al., utilized [ 16] data from 2207 patients which was
reduced from the initial dataset of thirty-two criteria samples to
fifteen to carry outresearch onMachine Learningbased malaria
detection. The research investigated and validated the
effectiveness of several algorithms using 15 criteria samples
from malaria patients. Following training, ANN achieves the
highest R (99%) compared to ANFIS (97%), MLR (92%) and
Random Forest (68%) respectively [16]. The outcome
demonstrated that healthcare systems allocate resources more
effectively and make better decisions. However, some of the
algorithms have incurred 8%, 11% and 23% error rates which
are a high risk. Moreover, due to 15 sample datasets used, the
findings may not be broadly applicable, limiting
generalizability.

Yangetal. presented [17] a 5-fold cross-validation for two-
step CNN models. The model employs an intensity-based
iterative Global Minimum Screening technique in the first stage
to categorize malaria parasites, and subsequently, a CNN
employsa custom CNN to categorize the existence of malaria
parasites. The accuracy achieved for this technique is 93.46%.
However, the approach suffered high false positives.

Vijayalakshmi et al. proposed [18] a transfer learning
method with a classification with 93.13% accuracy to
discriminate between illustrations of malaria-diseased cells and
healthy cells utilizing the VGG16 model and a support vector
machine. However, distinguishing between images of healthy
and malaria-affected cells alone could be risky because most
malaria is caused by a mosquito bite and goes through various
stages before the changes in cells could be detected.

Another study suggested a better dynamic routing method
that employs a fully trained capsule network to distinguish
between healthy and malaria-infected cells, and the model
accuracy was 98.82%. However, similarly, malaria goes
through various stages before the changesin cells could be
detected [19].

Loddo etal. [20] used the DenseNet-201 neural network to
diagnose Plasmodium falciparum life stages into four groups
and used two differentdatasets to assess the robustness of the
model. The accuracyrate for binary was 97.68%, and the multi-
classificationaccuracy rate was 99.40%. Although the accuracy
is high, a wide range of data could be beneficial in accurate
diagnosis.

Equally, another study Utilized ML techniques to examine
haematological data taken from 2,207 participants in Ghana,
such as ANN to identify methods that can reliably distinguish
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between severe malaria (SM) and non-malarial infections
(nMI) and uncomplicated malaria (UM), employing
haematological parameters. To classify UM, nMI, and SM
ANN with 3 hidden layers was utilized. The accuracy scores of
the multi-classification models ranged from 94% to 98%.
Although many machine learning models using traditional
features have been developed for malaria classification and
decision-making, these models lack generalization ability [21].

To combat malaria, other researchers adapted a different
strategy. Santosh and Ramesh [22] conducted research to
determine malaria abundances using an ANN with clinical and
environmental variables with Big Data on the geographical
location of Khammam district, Telangana, India. To increase
accuracy in actual practice, their approach made use of a lot of
data from various seasons. 81.7% was the highest accuracy
attained. To enhance malaria models, more research is
necessary to determine theiraccuracy. Although these variables
are required to achieve accurate predictive power, 12% of
environmental data and 7% of clinical data were missing. As a
result,accurate predictive data is necessary to increase accuracy
[22].

The study by Arowolo et al. [23] proposed a combined a
novel analysis of variance (ANOVA) with ant colony
optimization (ACO) approach as a hybrid feature selection to
select relevant genes to minimize the redundancy between
genes, using SVM for classification. The results of the
experiment based on high-dimensional gene expression data
show that ANOVA-ACO can help clinicians make pertinent
choices when developing medications and strategies to end
human malaria infections. Even so, the strength appears
promising. However, to be competent amongst the existing
relevant work, the speed of the performance should be
provided.

Awotunde et al. [24] also developed a model to diagnose
Malaria and Typhoid Fever using a Genetic Algorithm (GA), a
Neuro-Fuzzy Inference System (GENFIS). They discovered
that the GA module distributes the optimal set of network
parameters to the relevant hidden layernodes. The accuracy of
their model was 97.2%. However, there are 2.8% average error
rates, which could be because of overfitting.

To improve malaria diagnosis models, Awotunde et al. [25]
utilized Support Vector Machine (SVM) algorithms and
Adaboost, together with ensemble methods. Chi-square was
used to extract redundant or unnecessary features in order to
evaluate the model. With data input, the classification accuracy
was 97%. The classification accuracy seems high. But the
number of features used is too small. Using more features could
improve the model.

Based on Al techniques, Datilo et al. [26] reviewed
epidemic prediction using Artificial Neural Networks,
highlighting the value of precision disease prediction and
suitable methods for making malaria predictions using
Artificial Neural Networks. They carried out a thorough
evaluation of ANNs and found that the trainingand generalized
capacity of ANNs are greatly enhanced when hybrid models are
used in conjunction with meta-heuristics in detecting diseases.
However, using a small dataset reduces the performance and
effectiveness of the model.
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Anotherstudyby [35]used Altechniquesto detect diseases.
They made individualized treatment programs, which support
medical professionals in making decisions, instead of simply
making tasks automatic. Developing technologies that can
enhance patient care in various healthcare domains is one of
Al's strengths. Data privacy, bias, and the requirement for
human expertise are limitations that must be addressed for the
ethical and successful application of Al in healthcare.

B. Long Short-Term Memory (LSTM)

A framework for predicting malaria endemicity in specific
geographic areas, like Nigeria, was presented in another study.
They used satellite and clinical data to train a long short-term
memory (LSTM) classifier. The findings show that the LSTM
algorithm offers a practical way to identify instances of
widespread malaria [27]. The outcome shows improved
accuracy. However, there was no indication of the size of data
used, and the data is used in the valishowsson strategy [27].

The aforementioned studies examined the application of
machine learning techniques and NF rules based on symptoms
to create models for diagnosing malaria. However, a combined
approach has not been taken into consideration in the current
approaches integrating Six Types of Patient Data Inputs that
include Demographic, current Symptoms, Blood pressure,
Heart beats, Height and Weight, based on ANFIS to more
precisely categorize malaria into four potential types.
Moreover, the microscopic testing techniques cause a delay at
the start of treatment [28]. This is due to a lack of adequate
supply for diagnostics. Rapid diagnostic tests (RDTs) and
microscopic parasitological testing are required to determine
whether prospective patients have malaria parasites.

Despite all these efforts to diagnose malaria, there is still a
lack of real-time malaria diagnosis Apps in the remote setting
and malariazones in Kenya [29]. A survey showed that 20% of
the health facilities experienced a total absence of diagnostic
services. The studies have only focused on symptoms.
Ramdzan [8] and Shimizu [9] only focused on detecting risk
factors of malaria. Other research only focused on using
different numbers of symptoms. Therefore, the previously
employed techniques aren't strong enough to tackle the issue
robustly.

The previous studies have not employed a combined
method integrating six patient data inputs.

To fill this gap, the proposed study addresses this problem
by introducing significant methods combining Six Types of
Patient Data Inputs that include Demographic, Symptoms,
Blood pressure, Heartbeats, Height and Weight, based on
ANFIS that can be utilized in healthcare to conduct a
comprehensive clinical diagnosis of malaria to detect early
symptoms accurately and plan appropriate treatment.

III. METHODOLOGY

The new approach employs Intelligent Systems utilizing an
Adaptive Network such as a Neuro-Fuzzy Inference System
(ANFIS) with integrated Six Types of Patient data Inputs. 2000
data was extracted from a combined Types of Patient data
Inputs, which include Demographic, Symptoms, Blood
pressure, Heart beats, Height and Weight. The reason for using

74|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

this method is not only to extract comprehensive data, but also
to use effective techniques to detect malaria effectively. The
proposed approach has four functional components that are
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Data Sources, Six Types of Patient Data Inputs, ANFIS and
fuzzy rules. This is illustrated in Fig. 1 and described in detail
in Section IIL

Six Types of patient Data Inputs

Demographic Information

Symptoms

—

ANFIS & Fuzzy Rules

Data Sources

Using
Questionnaires

Heartbeat

Height

Fuzzy Expert

Normal_High —

5Ft 4 inch —

Weight

>
Debility, Shivering,
fatique Muscle aches,
Vomit, cold
& collection Blood pressure
Normal_High
2000 Participants (140_90mmHg)
P 56Kg, 62Kg

System

AAAAAS

Is it Quartan?

Provide

Prescription Is it malignant

Provide
Prescription

Fig. 1. Intelligent malaria diagnosis architecture.

A. How does the Proposed Approach Differ from the Existing
Ones?

The proposed method integrates Six Types of Patient Data
Inputs which are Demographic, Symptoms, Blood pressure,
Heartbeats, Height and Weight. Fromthese wide-ranging, 2000
data are extracted which are used to generate, fuzzy models,
fuzzy rules, to train and test the models. Whereas some studies
only used symptoms and non-symptoms. For instance, the work
of Bria et al. [12] only used 10-12 malaria symptoms for
malaria diagnosis which is too small for generalization, while
the study of Uzun et al. [16] had a limited generalization, only
used 12 symptoms. Other notable research that explored
malaria diagnosis through ML techniques are Santosh and
Ramesh deployed clinical and environmental variables. ANNs
and big data are used to predict mosquito abundance in the
Telangana district of Khammam in India the data sizes are not
specified [22]. The average error ranges from 82% to 17%
accuracy. The literature reveals that the existing approaches
suffer froma lack of comprehensive data [14]. Therefore, the
proposed method advances the existing work by offering
comprehensive data extracted from 2000 participants based on
Symptoms, Blood pressure, Heartbeats, Height and Weight
(diverse sources). The model demonstrates significant potential
in providing enhanced high accuracy and reliable diagnosis for
early malaria symptoms.

B. Data Sources and Data Collection

To diagnose malaria attacks accurately, careful
consideration needs to be taken to identify important sources to
extract comprehensive data. The study was conducted using
questionnaires, which were randomly handed to 2000 malaria
patients in five General Hospitals including Kenyatta National
Hospital (KNH); Kisumu General Hospital (KGH); Jaramagi
Oginga Odinga Hospital (JOOH); Maseno Mission Hospital
(MMH) and Siaya Referral Hospital (SRH), which are malaria
endemic areas in Kenya. Questionnaire was utilized because the
questionnaire questions were designed to capture information
that could contribute to malaria parasite diagnosis such as
Demographic, Malaria Symptoms, Blood pressure, Heart beats,
Height and Weight from patients who formerly and currently
confirmed malaria positive from blood Smear. Permission was
obtained from Clinical Officers in charge of each healthcare
facility and consent sought from patients before data gathering.
Each constituency achieved 400 patients’ respondents. The
study was administered during the period between March and
May 2025. The Data from the 2000 patients were encoded and
entered in an Excel Sheet, taking 2000 rows and twelve
columns. The most common symptoms include vomiting,
limpness, diarrhea, loss of appetite,joint pain, dizziness and the
most severe symptoms are shortness of breath seizures, loss of
consciousness and jaundice. The anonymous data captured are
summarized in Table L.

75|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 12, 2025

TABLEI. SUMMARY OF DATA GATHERED FROM PATIENTS WHO TESTED MALARIA POSITIVE FROM BLOOD SMEAR
General Education Got Malaria Confirmed Malaria
Hospital Gender Age Level ;\l/l[ (l)z:]stth 153 ]l}\::ﬂ:réz:n vei:r Symptom Blood Pressure Heartbeat Height Weight
KNH Man 40-49 Secondary Yes Yes Fever (Q) High140/90mmHg 60 bpm 5%6” 54 kg
KNH Woman 30-39 Secondary Yes Yes Fatigue (Q) High138/139mmHg 91 bpm 5«10~ 59 kg
KNH Man 50-59 Secondary Yes Yes Muscle pain Norm142/91mmHg 71 bpm 5"9" 65 kg
KNH Man 20-29 Secondary Yes Yes Coma (M) High140/90mmHg 100 bpm 670" 100 kg
KNH Man 30-39 Secondary Yes Yes Nausea Low140/90mmHg 61 bpm 5%“6” 58kg
KGH Man 30-39 Secondary Yes Yes Headache (Q) High140/90mmHg 72 bpm 5«7 68 kg
KGH Man 40-49 Secondary Yes Yes Sweating High141/90mmHg 100 bpm 549~ 61 kg
KGH Man 40-49 Secondary Yes Yes Debility Norm91/39mmHg 72 bpm 58~ 56 kg
KGH Woman 30-39 Primary Yes Yes Anemia (T) High142/97mmHg 61 bpm 5«7 58 kg
KGH Man 40-49 Primary Yes Yes Dry lips High141/90mmHg 101 bpm 5477 59 kg
JOOH Woman 30-39 Secondary Yes Yes Chills Norm90/60mmHg 85 bpm 548” 64 kg
JOOH Woman 50-59 Secondary Yes Yes Nausea Low81/58mmHg 61 bpm 5%“6” 58 kg
JOOH Man 50-59 Secondary Yes Yes Convulsions High141/90mmHg 101 bpm 5“6” 57 kg
JOOH Woman 40-49 Secondary No Yes Seizures (M) High141/90mmHg 61 bpm 5«77 58 kg
JOOH Woman 50-59 Secondary Yes Yes Vomit Low87/59mmHg 60 bpm 5«8” 56 kg
MMH Woman 40-49 Secondary Yes Yes Dizziness High130/139mmHg 92 bpm 5¢11” 68 kg
MMH Man 20-29 Secondary Yes Yes Chills High141/90mmHg 99 bpm 5117 65 kg
MMH Nan 30+ Secondary Yes Yes DifficultBreathing | Low89/59mmHg 60 bpm 5%“6” 55kg
MMH Woman 30-39 Graduate Yes Yes Intestinal disorder | Low80/59mmHg 60 bpm 5«7 58 kg
MMH Woman 30-39 Secondary Yes Yes Diarrhea Norm91/60mmHg 71 bpm 5"9" 64 kg
SRH Man 40-49 Secondary Yes Yes tiredness High140/90mmHg 100 bpm 670” 100 kg
SRH Man 30-39 Secondary Yes Yes Coma (M) High140/90mmHg 100 bpm 670” 100 kg
SRH Woman 60+ Secondary Yes Yes Jaundice (T) High139/90mmHg 61 bpm 5«77 58 kg
SRH Woman 50-59 Secondary Yes Yes Shiver Norm>90/>60 85 bpm 5«8” 62 kg

Key: KNH =Kenyatta National Hospital; KGH = Kisumu General Hospital; JOOH = Jaramobi Oginga Odinga Hospital

C. Six Types of Patient Data Inputs

A combined Types of patient data inputs from patients refer
to clinical details gathered during a patient’s meeting with a
health officer, which include Demographic (patient personal
details like age, sex, income test results), Symptoms, Blood
pressure, Heart beats, Height and Weight. These combined
Types of patient data inputs are collected to ensure safety and
for patient quality outcomes. The information is kept digitally
ina secure record, considered confidential and adheringto legal
guidelines. The patient’s demographic significantly relates to
sic types of patient data inputs by influencing their type,
severity, prevalence of certain conditions, and how healthcare
is accessed.

D. Six Types of Patient Data Inputs and Definitions

1) Demographic information: Basic characteristics
identifier of a Patient such as their name, address, date of birth,
and contact details are made up. Other relevant descriptive
information such as ethnicity, gender, maritalstatus, and unique
identifiers are also included. Identification of patients,
administrative procedures, and the delivery of secure, efficient
healthcare services all depend on this information [38].

2) Heartbeat: "Patient heartbeat" refers to the heart rate of
a patient, which is defined as the frequency of heart beats per

MMH = Maseno Mission Hospital; SRH = Siaya Referral Hospital

minute and serves as a crucial indicator of their general health.
For adults, a normal resting heart rate generally ranges from 60
to 100 beats per minute, butthis can be affected by factors like
fitness level, stress, medication, and illness [39].

3) Blood pressure: Refers to the force exerted by
circulating blood on the walls of blood vessels. The majority of
this pressure is generated by the heart as it pumps blood
throughout the circulatory system [39].

4) Height: Height measurements are utilized to determine
your body mass index (BMI), which serves as an indicator of
healthy versus unhealthy weight [40].

5) Weight: "Patient weight" refers to the body mass of a
person receiving medical care, recorded in units like kilograms
or pounds. This measurement is crucial for various clinical
reasons, including accurately calculating medication dosages,
assessingand managingnutrition and fluid balance, monitoring
patient status, and selecting appropriate medical equipment,
like specialized scales for immobile patients. Accurate and
regular weightrecordings are vital for safe and effective patient
care [39].

6) Symptoms: Symptoms are mental features that a patient
experiences that may indicate that the patient has a disease or
condition. Malaria symptoms are for example, fever, chills,
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headaches, sweats, fatigue andmore. These constitutesthe most
important part of our integrated framework, from which 2000
dataset extracted is utilized to develop fuzzy rules, to create
fuzzy models, to train and to test the models.

E. Dataset Choice

Choosingdata for malaria symptom diagnosis needs careful
consideration. The use of 2000 participants enables data
extraction based on Six Patient Data inputs. The dataset was
chosen because comprehensive (large and diverse) datasets
enable high accuracy and reliable diagnosis results, and could
also identify complex or severe malaria symptom patterns.

F. ANFIS

The Adaptive Neuro-Fuzzy Inference System (ANFIS) is a
type of neural network employed for the purpose of adaptive
learning [33]. The algorithm is chosen since it is capable of
managing both qualitative and quantitative values and
demonstrates resilience against outliers. It has a universal
approximation with the ability to use Fuzzy IF...THEN rules
while using fuzzy logic to model systems with linguistic terms
and neural networks to optimize the fuzzy system's parameters
[30]. The system checks individual patient inputs. If malaria
symptoms are detected, before arecommendation ofblood tests
is generated, the system identifies if it is quartan malaria,
malignant, or tertian malaria. If no symptoms are identified, the
patient is notified, and no further action is undertaken.

ANFIS has the ability to handle and model uncertainty and
imprecision inherent in complex, real-world data by combining
the symbolic reasoning behind fuzzy logic with the learing
abilities of neural networks. This architecture is particularly
effective in enabling ANFIS to model complex data and
nonlinear relationships while effectively managing six different
types of data input uncertainty [31].

G. Fuzzy Rules

An intelligent malaria diagnosis structure has inputs thatare
represented as x, y, and one output, z. Two fuzzy sets are
utilized on behalf of a single input, and a first-order polynomial
is used to represent the output. Where x, y and z (symptoms and
heartbeat, high blood pressure, weight, height) are linguistic
variables, 1A, 2A, 3A (fever, fatigue and muscle-pain)
Linguistic values determined by fuzzy sets within the universe
of discourse x; 1B, 2B, and 3B represent fuzzy sets within this
universe of discourse z(symptoms).

H. Advantages of the Proposed Method

The primary advantages of the suggested approach are,
firstly, the results will greatly help doctors to conduct a
comprehensive diagnosis of early malaria symptoms and plan
appropriate treatment. Second, the approach will improve the
accuracy of early malaria diagnosis and reduce malaria risks.
Users’ confidence will increase in early malaria symptom
diagnosis. The use of six different data types will enable the
implementation of the real-world Artificial Intelligence App for
early malaria symptoms diagnosis in remote settings.

1. Ethical Consideration

The current study is part of a large project “Bringing
together researcher from Kenya, Tanzania and the UK to
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Network and explore factors causing challenges in accessing
Healthcare services (especiallymalaria diagnosis) in rural areas
in Kenya and Tanzania”, whose ethical approval (Ref/17086)
was obtained from the ethics committee within the Computer
and Information Science department at Northumbria
University. Written informed consents were obtained from each
participant before participating in the research. Participants
understood that they had the right to withdraw from the study
at any time if they chose to do so.

IV. EXPERIMENTAL PROCEDURE

The experiment concerning the intelligent diagnosis of
malaria relies on ANFIS, utilizing data for both training and
testing sets. The fuzzy systemis employed due to its nature as
a feature-based fuzzy model that handles uncertain and
complex data to represent fuzzy sets and rules. Besides, an
ANFIS has the benefit of both a neural network, which has the
capability of learning new data, and fuzzy logic, which deals
with linguistic values as well as making decisions using fuzzy
[If-THEN] rules [31].2000 datais used, and the reason for the
chosen size is to have a representative sample of the larger
population of the community in Siaya County. To create and
evaluate the model, a two-fold cross-validation method was
deployed because it can handle the conventional data well and
helps to avoid overfitting [32]. This method involves splitting
data randomly into training sets and testing sets.

A. Training

To enable the training of an intelligent model for malaria
diagnosis. Parameters are carefully tuned to find the best set,
ensuring high-quality performance using an optimization
method. A hybrid learning approach that combines the least-
squares method with the gradient descent technique. Initially,
the training was carried out by introducing a training set to the
input layer of the network once, and the network transmits the
input from one layer to another, until it gets to the output layer.
There, an error is computed and propagated backward through
the network fromthe output layer to the input layer. The feature
model is trained only once using the training set [33].

B. Testing

After training is complete, testing was carried out,
presenting a test-set only once to the network's input layer. The
neurons transmittheinputsfrom Layer 1 to eachlayeruntilthey
reach the output layer. The roles of training and testing are
reversed so that training is conducted on the test set, while
testing is performed on the training set. After training and the
testprocess, theresults areachieved, with gettingaverage error.
The outputs achieved are discussed in Section VI. [33].

C. Membership Functions

To obtain efficiency, Five Membership Functions (MFs)
were assigned as Generalized bell membership (Gbellmf) type,
as shown in Fig. 2, using 12 epochs and zero (0) tolerance. The
membership functions (MFs) of fuzzy sets are represented as a
curve, which delineates how each point within the input space
corresponds to a membership value ranging from (0, 100) to (0,
1) [31]. Consequently, the output can fluctuate between (0, 100
and (0, 1). The intelligent malaria diagnosis model membership
function map for data contains risk values where 10 =
NonSymptom indicates no risk and 100 = Quartan represents
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the highest possible risk. 30 = Suspectindicates low risk, while
80 = Malignant being high risk. 50 = Tertian being moderate
risk.

Membership function piols Pt PORES: 181

Very Eiuh

Medum High

npul variable "WFNumber™
Fig.2. GBell membership function.

D. Fuzzy Inference Systems and Rules

The intelligent malaria diagnostic model uses an Adaptive
Neuro-Fuzzy Inference System learingstructure [33]. The FIS
is functionally equivalent to fuzzy inference systems. To
decompose the parameter set in order to apply the hybrid
learning rules, the process goes through the Neural Network
and the inference engine decides which is reached by reasoning
in connection with the Fuzzy [[F-THEN] rules shown in Fig. 3
and reaches the output layer [33].

Quartan rules

1. If (inputis ache-quartan) and (input is argue-quartan) and (input is
bronchitis-quartan) and (input is cold-quartan) and (input is bronchitis-
quartan) and (input is eruption of herpes-quartan) and ... (input is
neck back pain-quartan)then output is quartan mf1(1)

Malignant rules

2. If (input is teeth-chatter-malignant) and (input is
temperature_rises to_104,-malignant) and (input is
temperature_rises_to_105,-malignant) and (input is vomit-malignant)
and (input is developmental-malignant) and (input is
intestinal_disorders-malignant) and ... (input is herpes_around_mouth-
malignant) then output is malignant mf2(1)

Tertian rule

3. If (input is abdominal Pain-tertain) and (input is anemia-tertain) and
(input is back-Pain-tertian) and (input is bloody_Stools-tertian) and
(input is body-ache-tertian) and (input is chills-tertian) and ... (input is
hypothermia-tertian) then output is tertian mf3(1)

Suspected rules

4. If (input is irritability-suspected) and (input is jaundice-suspected) and
(input is join Pain-suspected) and (input is kidney Failure-suspected)
and (input is limpness-supected) and (input is loss_of consciousness-
suspected) and ... (input is non_prescribed_medication-suspected)
then output is suspected mf4(1)

Non_symptom rules

5. If (input is age-non_symptom) and (input is sex-non_symptom) and
(input is education-non_symptom) and (input is income-
non_symptom) and (input is malaria_History-non_symptom) and
(input is location-non_symptom) and ... (input is
buy_unprescribed_medication-non_sysmtom) then output is
non_symptom

Fig. 3. Fuzzy [IF-THEN] rules.

This FIS is a multilayer feedforward network in which each
individual neuron carries out a designated function. The related
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ANFIS architecture is depicted in Fig. 4.

Premise Parameaters

ConsequentParameters
P —— N —
Rule Layer

Input Input MFs Aggregation Defuzzification  Output

Fig. 4. Fuzzy structure for intelligent malaria diagnosis.

The FIS has six layers which are Layer I - input, Layer [ -
fuzzification, Layer Il — fuzzy rule, Layer [V — normalization,
Layer V — defuzzification and Layer VI — crisp output. The
learning process takes the form as follows:

1) Layer I: This is the input. Neurons in Layer I transmit
external inputs to Layer II. This is specified as:

yi(l):xi (08 (1)
where, the input is yiV and the output in layer 1 is Xi(") [36].

2) Layer II: This is the fuzzification. Neurons in Layer 1l
perform fuzzification. The Sugneo model fuzzification have a
Gbell shape activation function [36]. This is specified as:

yi(Z) - ai

Ci

751_7 2b; )

where, the input is xi(z) and the output is yi(z)of neuron I

Layer II, and a; biand C; are parameters that control the center
width and slope of the bell-shape function of neuron [31].

3) Layer IlI: This is arule layer. Every neuron in Layer Il
matches a single fuzzy rule. A rule neuron receives input from
fuzzification and calculates the execution strength of the rule it
represents [36]. Thus the output in Layer Il is expressed as:

3 3
v = x)) (3)

; (©) ©)
where, inputs are x;“and y;

Layer IIL.

are outputofrule neuronin

4) Layer IV: This is normalization. Every neuron in this
layer receives outputs from the rule layer and the normalized
execution strength of any given rule is calculated [36].
Therefore, the output of Layer IV is expressed as:

(4) .
(4) X; ui .
M= = — =i 4
Vi Zux%) ey (4)
i=0 i=0

where, the input x}f) fromneuronj is allocated in Layer III
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to Layer IV.

5) Layer V: This is defuzzification. Each neuronin Layer
V is connected to the normalization neuron, as well as receives
the initial input x;and x,. A neuron defuzzification calculates
the value of weight consequent of any given rules [36]. It is
specified as:

yi(S) = xi(S) [kiO + kilxl + ki2x2] = ui[kio + kilxl + kizxZ]
(%)

) and the defuzzification output

In which the input is x;
neuron is yi(s)in Layer V. ko, k;; and k;,is a set of parameter

consequent of rule I [36].

6) Layer VI: Thisis denoted by asingular neuron sum. The
neuron calculates the total output of every defuzzification and
produces the overall output y which is specified as [36]:

6
y= Z?=1xi( )=

As demonstrated, the fuzzy structure is in fact functionally
equivalent to a first-order Sugeno-fuzzy model [31].

Tl + ki x1+ kipx2] - (6)

After completion of the training, the model undergoes
testing with a separate, unseen 50% test set. The process of
training and testing is conducted twice, with roles being
reversed; the model is trained on the test set and subsequently
tested on the training set. The network processes its input as the
weights are modified and transmitted to the subsequent layer,
where the output is aggregated, and the sum of squared errors
is computed in real-time as end results. The effectiveness of
features is evaluated using randomized methods as well as time
required to construct models. The level of standard confidence
for error is established at 5% acrossall utilized algorithms, as
an average error exceeding 5% is deemed unsuccessful, while
an average error below 5% is regarded as successful [33].

V. RESULTS

A. Adaptive Neuro-Fuzzy Inference

The primary aim of the research was to create and
implement an intelligent model for diagnosing malaria in
endemic areas, utilizing the Adaptive Neuro-Fuzzy Inference
System (ANFIS) with six different types of patient data inputs.
The performance of the proposed intelligent malaria diagnosis
method was assessed through ANFIS, employing 2-fold cross-
validation. The training was conducted on the training set,
while the model was evaluated on a test set. The roles were
switched, with training conducted on a test set and evaluation
carried out on a training set [33]. The average test error rate
results achieved was 1.68%, as shown in Fig. 5. When the
results are expressed as a percentage and rounded to two
decimal places, the overall average test error rates are 1.68%.
Therefore, the overall average accuracy attained during testing
was 98.3%, which is considered outstanding performance [30],
[33].
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Fig. 5. Average testing error result using ANFIS.

VI. DISCUSSIONS

The proposed study presents an experimental procedure to
diagnose early malaria symptoms. In this study, we deployed
ANFIS and a combined Six Types of Patient Data Inputs.
Deployingasample of2000patient’s data froma combined Six
Types of Patient Data Inputs, the finding of the proposed
research provides insight information of how well ANFIS can
detect early malaria symptoms. ANFIS showed a remarkable
level of performance, demonstrating its ability to handle both
the training dataset and the test dataset. Deploying a hybrid
approach helps to get the best set of parameters tuned to
maximize the system performance. The contribution of the
proposed study is demonstrated in Section V(A).

A. Contribution

The proposed study contributes to the field by introducing a
novel method, combining Six Patient Data inputs. The Six
Patient Data inputs are: Demographic, Symptoms, Blood
pressure, Heartbeats, Height and Weight based on ANFIS to
optimize the model performance. From these Six Patient Data
inputs, 2000 data were collected which were utilized to create
fuzzy models, fuzzy rules as well as to detect early malaria
symptoms. Using data based on the Six Patient Data inputs
leads to higher accuracy and reliability, while using few
symptoms often results in uncertainty and potential
misdiagnosis. This study is the first to utilize the novel method
combining Six Patient Data inputs in the field. The experiments
based on ANFIS with data have consistently produced the best
results. Using the MATLAB toolbox, ANFIS achieved 98.3%
accuracy. The novel method achieved best results so far
compared to the related cutting-edge in the domain. Overall, the
outcomes indicate that the new method, using Six Types of
Patient Data Inputs provide enhanced accuracy and deliver
optimal performance. Comparative analysis is carried out in
Section V(B).

B. Comparison of the Proposed Study with the Existing
Related Works

To compare theresults of the new approach that achieved
98.3% accuracy with the work of Uzun et al. [ 16] and the work
of Bria et al. [12] which are closest to the proposed study.
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The proposed study outperformed the study by Uzun et al.
[16] with 1.3% difference, while the study of Bria et al. [12] is
outperformed with a difference of2.3%, as shown in Table IL
The proposed model's higher accuracy is supported by its use
of six different data types, unlike the other models using 10 to
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12 symptoms only [12]. As we can see, the work of Bria et al.
[12] used 10 to 12 malaria symptoms for malaria diagnosis
which is too small for generalization, while the study of Uzun
et al. [16] though had 2700, generalization was limited.

TABLEII. COMPARISONS OF THE PROPOSED STUDY WITH RELATED WORK

Schedule Algorithms Data Symptoms %
Barraclough et al. ANFIS 2000 98.3
Uzun et al. (2024) MLR/ANN/ANFIS/R None 92%, 99%, 97%, 68%
Bria et al. (2021) LR, SVM, KNN 10-12 84% -86
Santosh & Ramesh (2019) ANNs Big data 82%
Morang’a et al. (2020) ANNs) 2207 94%
Uzoka et al. (2016) NF 12 None

A direct comparison of our results against previous results
is not possible because our method integrates Six Types of
Patient Data Inputs, which is wide-ranging, while the existing
results only used symptoms and non-symptoms.

Morang’a et al. [21] employed haematological data
extracted from 2,207 participants in Ghana, using multi-layer
classification and Blood count. ANN scored a range of 94%
accuracy. However, these models were restricted to base-
learners with fewer features from one source, achieving (82% -
94%) less than the standard confidence of 5% errors, whereas
our method achieved 98.3% accuracy, demonstrating that the
method used is far better than the related existing methods. Our
research findings suggest that the method we proposed
accurately diagnoses malaria in real-time and have a high level
of performance compared to the reported related results. Other
notable research that explored malaria diagnosis through ML
techniques are as follows: Santosh and Ramesh deployed [22]
clinical and environmental variables with big data using ANNs
for mosquito abundance prediction in the geographical location
of Khammam district, Telangana, in India. The average results
range from 82% to 17% accuracy. The big data used is not
specifically for malaria symptoms.

C. Strengths and Limitations

In the process of experimenting with different numbers of
hidden neurons, the experiment indicated that the number of
neurons in the hidden layers affects the speed of training the
network in the method, achieving a time to build the model in
the range of 0.01 to 0.006 seconds [34]. Complex patterns
cannot be identified by a limited number of hidden neurons.
However, numerous such patterns cansignificantly increase the
load on the computational domain. As the quantity of hidden
neurons increases, so does the network's capacity to identify
existing patterns. However, if the quantity of hidden neurons is
excessively high, the network may merely memorize all
training examples. This could hinder its ability to generalize or
generate accurate outputs when faced with unseen data [33].

Conversely, we utilized the capabilities of algorithms
through the application of fuzzy rules. The models developed
with ANFIS demonstrate greater reliability and sophistication
in classifying instances from both the training and testing sets
through two-fold cross-validation.

VII. CONCLUSION

We have described the proposed method using a combined
Six Types of Patient Data Inputs and Adaptive-Network-based
Neuro-Fuzzy Inference System. By employing a hybrid
approach using parameter tuning with a combined Six Types of
Patient Data, ANFIS can refine the given rules to describe the
system's input and output. The experimental findings indicated
that the proposed approach is proficientin diagnosing malaria
symptoms more accurately and reducing malaria burden.
Recognizing that elevated scores may result from utilizing
limited data, which indicates that the dataset comprises only 1
to 10 samples. A comparatively limited dataset may adversely
impact a model's performance because of overfitting, a
phenomenon where a model excels with the training data yet
struggles with new, independent data. A viable approach to
addressing this issue is the implementation of cross-validation.
To solve the small sample problem, the proposed method was
evaluated based on ANFIS, using 2000 data extracted from Six
Types of Patient Data inputs selected with
InfoGainAttributeEval and Ranker. Two-fold cross-validation
was employed and ANFIS demonstrated the merit of the new
method. The results revealed that the data have a strong
correlation with classes. The experimental outcome for the new
method was 98.3%.

The main contribution: This study presents a novel method,
combining Six Patient Data Inputs that include Symptoms,
Blood pressure, Heartbeats, Height and Weight, using ANFIS
to detect malaria accurately. The results demonstrate that a
combined method using Six Types of Patient Data Inputs can
accurately classify malaria symptoms in a matter of seconds
and demonstrate superior performance when compared to the
results reported in the field.

The significant finding is that the new model has a higher
accuracy, supported by using six different data types, which is
different to other models that used 10 — 12 symptoms/features.
Therefore, this study fills the gap by providing diverse six data
types that can be used in the field to diagnose malaria.

The finding will potentially enable doctors to conduct a
comprehensive diagnosis of early malaria symptoms and plan
appropriate treatment. It will help the remote community user
to reduce malaria risks by detecting early malaria symptoms.
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The finding will lead to a fully developed real-world
application vigorously tested and validated to diagnose malaria
symptoms for remote settings.

A. Future Work

Nextstep is to develop amobile-based application designed
for the early detection of malaria, suitable for use in rural areas.
Electricity and computers are scarce in the remote settings in
Kenya, while mobile devices are accessible by most of the
population using designated shopping centers to charge the
mobile devices to be usable. Therefore, this method will allow
malaria diagnosisto be accessible in the diverse community.
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