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Abstract—In the last few years, cyberattacks have become
more complex, and it is becoming increasingly necessary to estab-
lish secure networks. This study examines enhancements to intru-
sion detection systems (IDSs) with the implementation of machine
learning for the categorization of network traffic attacks. For the
current study, we utilize four publicly available datasets: CIC-
IDS2017, CIC-D0S2017, CSE-CIC-IDS2018, and CIC-DD0S2019.
We examined three machine learning techniques: LightGBM,
Random Forest, and XGBoost. Experimental results showed that
RandomForest and XGBoost achieved the highest accuracy of
0.99 in both binary and multi-class intrusion detection tasks,
maintaining balanced performance with macro F1-scores around
0.86. LightGBM exhibited slightly lower overall performance, but
benefited from ANOVA-based feature selection, which improved
its recall and model stability. Feature selection also enhanced
computational efficiency by reducing feature redundancy while
preserving accuracy across models. These results highlight how
Al tools could help network security deal with emerging threats
and improve the performance of IDS. The study underscores the
critical role of feature selection in enhancing model efficiency,
hence promoting advancements in automated network security
systems that can adapt to evolving cyber threats.

Keywords—Network security; intrusion detection; machine
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I. INTRODUCTION

The rapid growth of networked systems has led to increased
vulnerability to cyberattacks, making intrusion detection sys-
tems (IDS) a critical component of modern cybersecurity. Tra-
ditional IDS often relies on static rule-based approaches that
fail to adapt to evolving attack patterns [1]. As public, private,
and critical sectors rely more heavily on digital infrastructure,
it has become essential to safeguard these systems against
unauthorized access, data breaches, and service disruptions.
Intrusion detection systems (IDS) remain a key component
of network security; however, many still rely on static rules
and signature-based detection, which are inadequate against
modern, adaptive attack techniques [2], [3], [4]. More recent
research has focused on AI’s ability to analyze and detect
IDS, particularly using machine learning (ML), which appears
to fill the lack of limitations [5], [6]. Unlike static systems,
ML models for IDS can learn from traffic data, patterns,
and adapt to emerging threats [4]. These models increase and
enhance detection performance, and respond in near real-time
scenarios [7], [1].

The increasing complexity of modern network environ-
ments, driven by the proliferation of Internet of Things
(IoT) devices, software-defined infrastructures, and large-scale
distributed systems, has introduced new security challenges
that exceed the capabilities of traditional intrusion detection

mechanisms. Recent studies indicate that such environments
generate highly heterogeneous and dynamic traffic patterns,
which significantly complicate the identification of malicious
activities using static detection rules. As a result, intrusion
detection systems are required not only to detect known
attack signatures but also to adapt continuously to evolving
threat behaviors while maintaining acceptable performance in
resource-constrained and real-time settings [8], [9]. Another
fundamental challenge in contemporary intrusion detection lies
in the high dimensionality of network traffic data. Modern
datasets often comprise hundreds of features, many of which
are redundant or weakly correlated with attack behavior. This
characteristic negatively impacts learning efficiency, increases
computational overhead, and may lead to overfitting. Recent
research emphasizes that effective feature selection is a crit-
ical preprocessing step for improving IDS performance, as it
enables learning models to focus on the most discriminative
attributes while reducing model complexity and enhancing
generalization across different attack scenarios [10]. In par-
allel, anomaly-based intrusion detection has gained renewed
attention as a viable strategy for identifying previously un-
seen and zero-day attacks. Unlike signature-based approaches,
anomaly detection models establish a baseline of normal
network behavior and identify deviations that may signal mali-
cious activity. Empirical evaluations demonstrate that machine
learning—based anomaly detection frameworks can success-
fully capture subtle behavioral deviations in network traffic,
offering improved detection of novel attacks. However, these
models remain sensitive to data imbalance and noisy features,
reinforcing the necessity of careful feature engineering and
selection to ensure stable and reliable detection outcomes
[11]. Recent advances in deep learning have further expanded
the analytical capabilities of intrusion detection systems by
enabling the extraction of complex spatiotemporal patterns
from network traffic. Architectures such as convolutional
and recurrent neural networks have shown strong potential
in modeling temporal dependencies and evolving attack se-
quences. Nevertheless, existing studies highlight that deep
models often suffer from limited interpretability and increased
computational cost, which can hinder their deployment in
operational environments. These limitations have motivated the
integration of feature optimization strategies and explainability
mechanisms to balance detection accuracy, efficiency, and
transparency [12]. Furthermore, the dynamic nature of con-
temporary networks introduces the challenge of concept drift,
where traffic characteristics and attack patterns change over
time. Static models trained on historical data frequently experi-
ence performance degradation under such conditions. Adaptive
learning strategies, including incremental and ensemble-based
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frameworks, have demonstrated the ability to sustain detection
performance by selectively updating models in response to
evolving traffic behaviors. Experimental results in software-
defined network environments confirm that adaptive learning
mechanisms significantly enhance IDS robustness compared
to static detection approaches [13]. Collectively, these obser-
vations indicate that effective intrusion detection in modern
network environments requires an integrated framework that
combines intelligent learning models, efficient feature selec-
tion, anomaly-aware detection, and adaptability to evolving
threats. Addressing these challenges is essential for improving
the robustness, scalability, and practical applicability of IDS
across heterogeneous and rapidly changing infrastructures.

A. Research Gap

Although there has been considerable use of machine
learning techniques to develop intrusion detection systems
(IDS), most research using machine learning approaches have
been limited by their reliance upon experiments conducted on
a single dataset, or in narrow and constrained experimental
designs. Thus, the generalizability of these results are limited.
In addition, while feature selection is commonly used as a
preprocessing step in developing an IDS, there has been little
or no systematic analysis of how this impacts the performance
of the model in terms of stability, efficiency, and consistent
performance across different types of network environments.
Therefore, the practical effectiveness of IDS frameworks that
utilize feature selection has remained largely untested, partic-
ularly under variable traffic conditions. The above limitations
highlight the need for a common testing framework that assess
the effects of statistically derived feature selections across
multiple datasets and various machine learning models.

B. Contribution

The present research contributes to the area of network
intrusion detection through addressing limitations associated
with existing IDS (Intrusion Detection System) based on
Machine Learning (ML). The first is through a framework
of intrusion detection (structured), which incorporates feature
selection through ANOVA (Analysis of Variance), as well as
multiple supervised learning models for assessing the consis-
tency of the features selected in relation to their importance
and redundancy for various types of traffic characteristics.
Second, this study represents a comprehensive multi-dataset
experiment using many of the most commonly used and
adopted benchmark datasets, thereby allowing for a more
accurate understanding of how well each model performs
relative to its ability to generalize from one dataset to another.
Third, the work in this study provides a systematic analysis
of the impact of selecting features through statistical means
on detection performance and computational efficiency, and
thus offers insight into the potential trade-off between the
two. Fourth, the comparison of the performance of several
machine learning algorithms within an identical experimental
environment demonstrates the reliability and utility of simple
feature selection methods for intrusion detection in real-world
environments.

C. Study Layout

The study is organized as follows: Section II details the
related work. Section III present the datasets, methodology and
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features extraction techniques. Evaluation metric is outlined in
Section IV. Test scenarios are detailed in Section V. The results
are illustrated in Section VI. Finally, Section VII conclude the
summary of the models and future direction.

II. RELATED WORK

The continuous evolution of cyber threats has driven ex-
tensive research toward more intelligent, adaptive, and inter-
pretable intrusion detection systems (IDSs). Recent studies
have increasingly focused on integrating ensemble learning
and deep learning techniques, often combined with opti-
mization and explainability mechanisms, to enhance detection
performance across diverse network environments. Hybrid
detection pipelines that merge conventional machine learning
with deep learning architectures, supported by preprocessing,
class balancing, and dimensionality reduction strategies, have
demonstrated improved generalization under near real-time
constraints [14]. Similarly, automated hyperparameter tuning
combined with post-hoc interpretability has been shown to
achieve competitive detection accuracy while enhancing op-
erational transparency and trust [15].

Feature engineering and feature selection have also re-
ceived significant attention as key components in IDS design.
Evolutionary and search-based feature selection methods have
been reported to effectively reduce high-dimensional feature
spaces, leading to improved class balance, lower computa-
tional complexity, and faster inference times [10]. Broader
empirical analyses indicate that selective feature sets, when
paired with ensemble classifiers, can mitigate overfitting and
improve adaptability to previously unseen attack patterns [16].
In addition, representation learning approaches under limited
supervision have demonstrated the ability to reduce false
positive rates while maintaining high detection sensitivity,
highlighting practical deployment advantages [17].

Several studies have explored hybrid and protocol-aware
detection models to improve intrusion detection performance.
Hussein et al. [18] demonstrated that combining ensemble
classifiers such as AdaBoost, Random Forest, and XGBoost
with Chi-square feature selection significantly enhances detec-
tion accuracy on benchmark datasets, particularly for worm-
related attacks. Hooshmand and Hosahalli [19] proposed a
protocol-aware one-dimensional CNN architecture that inte-
grates Chi-square feature selection and SMOTE to improve
the detection of minority-class anomalies, especially in UDP
traffic. Furthermore, Qazi et al. [20] introduced HDLNIDS, a
hybrid CNN-RNN model capable of capturing both spatial and
temporal traffic characteristics, achieving robust performance
on the CICIDS-2018 dataset.

The importance of explainable artificial intelligence (XAI)
in IDS has also been increasingly recognized. SHAP-based
explainability has been incorporated into ensemble learning
frameworks to interpret detection outcomes and enhance model
transparency [21], while dual-explainability approaches com-
bining SHAP and LIME have been shown to improve detection
effectiveness while reducing model complexity [22].

Application-specific IDS frameworks further demonstrate
the adaptability of learning-based detection approaches. Online
intrusion detection systems tailored for electric vehicle charg-
ing infrastructures have employed adaptive ensemble models
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to address evolving threats in real time [6]. In healthcare and
software-defined networking environments, layered detection
architectures integrating gradient boosting models and deep
neural networks have proven effective against malware and
ransomware attacks [23]. Additionally, lightweight IDS solu-
tions for IoT environments have been proposed using statistical
feature selection, oversampling techniques, dimensionality re-
duction, and metaheuristic optimization to balance detection
accuracy with resource constraints [24][25][26].

More recently, generative models have been explored in
IDS research to support attack simulation, data augmentation,
and anomaly detection. Reviews of generative adversarial net-
works (GANSs) and variational autoencoders (VAEs) highlight
their potential for enhancing detection robustness, while also
emphasizing the need for standardized evaluation protocols
[1]. Domain-specific IDS solutions, such as real-time DDoS
detection frameworks and smart grid-oriented architectures,
further illustrate the necessity of customized detection strate-
gies tailored to specific infrastructure requirements [5], [27].

III. METHODOLOGY
A. Workflow Overview

This study follows a four-stage workflow:

e  data preprocessing
e feauures extraction and selection
e  model training

e model evaluation

The dataset is split into training and test sets using a stratified
strategy to preserve class proportions and enable a fair assess-
ment. Three competitive machine learning classifiers XGBoost,
Random forest, and LightGBM are trained under a unified
pipeline and evaluated using standard classification metrics.
The overall workflow is summarized in Fig. 1.

B. Network Traffic Dataset

This study employs the CICIDS Collection compiled by
the Canadian Institute for Cybersecurity and made publicly
available through Kaggle [28]. The collection integrates several
benchmark datasets CIC-IDS2017, CSE-CIC-IDS2018, and
CIC-DDo0S2019 providing a diverse set of labelled flows that
include normal traffic and multiple attack types such as dis-
tributed denial of service (DDoS), brute-force login attempts,
infiltration, and botnet activity. Each record captures flow-level
statistics, including source and destination addresses, ports,
protocol type, flow duration, packet length statistics, and other
behavioural indicators. The heterogeneous mix of numerical,
categorical, and temporal attributes supports advanced analyt-
ics and supervised classification. For the purposes of this work,
we focus on traffic governed by TCP and UDP, which dominate
real-world networks. Prior to modelling, data preprocessing
includes normalization, feature encoding, and class balancing
to mitigate skewed distributions. The dataset is then split
into 80% training and 20% testing subsets using randomized
sampling to ensure statistical robustness. Fig. 2 presents the
class distribution used in this study.
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C. Feature Engineering

Feature selection and engineering are crucial steps in
developing effective machine learning models, especially when
working with large and complex datasets. These processes
refine the input data to ensure that only the most relevant and
informative features are used in the model. By focusing on
impactful variables, model accuracy is enhanced, computation
time is reduced, and interpretability is improved. This sub-
section outlines the strategies used for feature transformation
and selection, which played a key role in improving the
performance of the proposed intrusion detection system.

1) Feature Transformation: To prepare the data for su-
pervised learning, categorical class labels are converted into
numeric representations to ensure compatibility with the learn-
ing algorithms. This transformation preserves class proportions
and enables consistent mapping of predicted outputs back to
human-readable class names for reporting [29].

2) Feature Selection Using ANOVA F-Test: Feature selec-
tion was applied to identify the most discriminative features
and reduce the dimensionality of the dataset. The Analysis of
Variance (ANOVA) F-test was used as a filter-based method to
evaluate the statistical significance of each feature with respect
to the target classes. This method measures how much the
mean of each feature varies across different classes compared
to the variance within each class, providing an indication of
its discriminative power.

In this study, the SelectKBest [30] function from
the scikit-learn library was employed with the
f_classif [31] scoring function to rank features based on
their F-values. The top 20 features with the highest scores
were selected for model training. This approach ensures that
only the most relevant features contribute to the classification
process, improving model efficiency and reducing overfitting
while maintaining predictive performance.

Mathematically, the ANOVA F-statistic for a given feature
x; is defined as:

MSB;
F, = =
MSW;

variance between class means

variance within classes

where, M SB; represents the mean square between class
means, and M SW,; represents the mean square within each
class. A higher F; value indicates that the feature contributes
more to class discrimination.

D. Machine Learning Algorithms

Machine Learning (ML), a core branch of Artificial In-
telligence (Al), involves the development of algorithms and
statistical models that allow systems to perform specific tasks
autonomously without explicit programming. The objective
of ML is to enable systems to identify patterns within data,
generate predictions, and make informed decisions, with per-
formance improving as the system gains experience from data
exposure.
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Fig. 1. Intrusion detection system phases.
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Fig. 2. Network classification dataset distribution.

1) LightGBM: LightGBM is a gradient boosting frame-
work designed for speed and scalability. Techniques such
as Gradient-based One-Side Sampling (GOSS) and Exclusive
Feature Bundling (EFB) improve efficiency and reduce effec-
tive dimensionality [32]. LightGBM is well-suited for near
real-time classification on large datasets, making it a practical
choice for intrusion detection in networked systems [33], [34].

2) Random Forest (RF): Random Forest is an ensemble
of decision trees trained on bootstrapped samples with ran-
domized feature subsets. This approach improves accuracy
and reduces variance relative to a single tree. Majority voting
yields robust predictions and strong generalization on high-
dimensional data [35], [36].

3) XGBoost: XGBoost is a scalable gradient boosting algo-
rithm that builds trees sequentially, correcting residual errors
while using a regularized objective to limit over-fitting. In
cybersecurity applications, XGBoost has demonstrated strong
performance in detecting sophisticated threats across varied

TABLE I. MACHINE LEARNING MODEL PARAMETERS

Model Parameter Value
Number of estimators 100

Random Forest  Criterion Gini
Random state 42
Boosting type gbdt

. Number of leaves 31

LightGBM Learning rate 0.1
Device GPU
Booster gbtree
Max depth 6

XGBoost Learning rate 0.3
Tree method gpu_hist
Predictor gpu_predictor

environments [23], [3].

Table I explains the hyperparameters of the machine learn-
ing models used in the current work.

IV. EVALUATION METRIC

To evaluate the performance of the network intrusion
detection models, a set of standard performance indicators
was applied, including accuracy, precision, recall, Fl-score,
and the confusion matrix. These metrics collectively describe
how effectively the model distinguishes between normal and
attack traffic.

The evaluation metrics are defined as follows:

Accuracy = ITP+TN (1)
Y TPYTINt FP+FN
TP
Precision = ———— 2
recision TP+ FP 2)
TP
Recall = ————
eca TP+ FN 3)
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Precisi Recall
Fl-score = 2 x —ooision x ®eea @)
Precision + Recall

In these metrics:

e TP (True Positive) represents the number of attack
instances correctly identified as attacks.

e TN (True Negative) denotes the number of normal
instances correctly classified as normal.

e F'P (False Positive) indicates normal traffic mistak-
enly classified as an attack.

e  F'N (False Negative) refers to attack traffic incorrectly
classified as normal.

The confusion matrix summarizes these outcomes, provid-
ing a detailed view of the classifier’s performance and high-
lighting the specific types of misclassification within network
traffic.

V. TEST SCENARIOS

Two experimental scenarios were designed to evaluate the
proposed framework under different classification objectives:
binary and multi-class intrusion detection. Both scenarios used
the same datasets, preprocessing steps, and model configura-
tions to ensure consistency.

e Binary Classification Scenario, the task was formu-
lated as a two-class problem: Benign: normal net-
work traffic , Attack: all malicious traffic categories
combined, including DDoS, DoS, PortScan, Botnet,
Infiltration, and WebAttack.

e  Multi-Class Classification Scenario: The task was
extended to classify multiple categories of network
traffic.

VI. RESULTS AND DISCUSSION

This section presents the performance evaluation of the
proposed intrusion detection framework under two classifica-
tion configurations: binary classification and multi-class clas-
sification. Each configuration was tested using RandomForest,
LightGBM, and XGBoost models with two feature setups: All
Features (AF) and ANOVA-based Feature Selection (FS).

A. Binary Classification Results

Table II summarizes the binary classification performance.
All models achieved high accuracy and precision, demonstrat-
ing their ability to distinguish between benign and attack traf-
fic, effectively. RandomForest and XGBoost obtained the high-
est accuracy of 0.9899 and 0.9898, respectively, with perfect
precision (1.0000) and F1-scores exceeding 0.97. LightGBM
recorded slightly lower performance, but maintained a high
AUC of 0.9491 under the AF setup and 0.9578 after feature
selection. Feature selection (FS) showed minimal impact on
model accuracy but slightly improved LightGBM’s Recall and
Fl-score, indicating that removing less informative features
enhanced its generalization capability. Both RandomForest and
XGBoost maintained consistent performance between AF and
FS, reflecting their robustness to feature dimensionality.
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B. Multi-Class Classification Results

Table III presents the multi-class classification results. As
expected, the overall accuracy decreased compared to the
binary scenario due to the increased complexity of distin-
guishing between multiple attack categories. RandomForest
and XGBoost maintained superior performance, achieving
accuracies of 0.99 and macro Fl-scores of 0.86 under the
feature selection (FS) configuration. After applying ANOVA-
based feature selection, RandomForest and XGBoost slightly
improved in macro-level Recall and Fl-score compared to
their All Features (AF) performance, indicating that removing
redundant attributes enhanced their generalization capability.
Both models also retained high weighted F1-scores of 0.98,
confirming consistent classification across major and minor
attack classes. LightGBM continued to exhibit lower perfor-
mance relative to the other models, achieving accuracies of
0.94 (AF) and 0.96 (FS). Although feature selection marginally
improved its precision and stability, its macro Fl-score re-
mained below 0.60. This suggests that LightGBM is more
sensitive to reduced feature dimensionality, while ensemble
methods such as RandomForest and XGBoost exploit feature
redundancy more effectively to preserve classification robust-
ness across multiple intrusion types.

C. Discussion

The experimental results demonstrate that the proposed
intrusion detection framework performs effectively in both
binary and multi-class classification settings. Across all models
and configurations, high accuracy and precision values indi-
cate strong capability in distinguishing between benign and
malicious traffic patterns. In the binary classification experi-
ments, all models achieved near-perfect detection performance.
RandomForest and XGBoost recorded the highest accuracies
(0.9899 and 0.9898, respectively) with perfect precision and
F1-scores exceeding 0.97, confirming their robustness in differ-
entiating between normal and attack traffic. LightGBM showed
slightly lower recall but improved marginally under feature
selection (FS), indicating that ANOVA-based reduction of
redundant features enhanced its generalization without com-
promising accuracy. In the multi-class classification scenario,
overall accuracy decreased compared to the binary setting, as
expected from the higher complexity of identifying multiple
intrusion categories. RandomForest and XGBoost maintained
superior performance, achieving accuracies of 0.99 and macro
Fl-scores of 0.86 under the FS configuration. The results
show that feature selection helped these models improve
recall and balance detection across both major and minority
classes, while retaining high weighted Fl-scores of 0.98.
LightGBM exhibited lower macro-level performance (F1-score
below 0.60), although its accuracy increased slightly from 0.94
(AF) to 0.96 (FS). This suggests that while feature selection
aids in model stability, LightGBM relies more heavily on a
full feature space for optimal discrimination across classes. In
contrast, ensemble-based models such as RandomForest and
XGBoost demonstrate stronger resilience to feature reduction
due to their inherent ability to handle feature redundancy.
Fig. 3 and Fig. 4 visually compare model performance under
AF and FS settings. The figures highlight that feature selection
has a minimal, but positive effect on model accuracy and
macro Fl1-score, especially for LightGBM. For RandomForest
and XGBoost, performance remained consistently high in both
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TABLE II. BINARY CLASSIFICATION PERFORMANCE OF INTRUSION DETECTION MODELS [ALL FEATURES (AF) AND FEATURE SELECTION (FS)]

Model Accuracy  Precision Recall  F1-Score AUC
RandomForest (AF) 0.9899 1.0000 0.9543 0.9766 0.9772
RandomForest (FS) 0.9899 1.0000 0.9544 0.9767 0.9772
LightGBM (AF) 0.9760 1.0000 0.8983 0.9464 0.9491
LightGBM (FS) 0.9792 1.0000 0.9156 0.9559 0.9578
XGBoost (AF) 0.9893 1.0000 0.9508 0.9748 0.9754
XGBoost (FS) 0.9898 1.0000 0.9528 0.9758 0.9764

TABLE III. MULTI-CLASS CLASSIFICATION PERFORMANCE OF INTRUSION DETECTION MODELS [ALL FEATURES (AF) AND FEATURE SELECTION (FS)]

Model Accuracy Precision (Macro) Recall (Macro) F1-Score (Macro) Weighted F1-Score
RandomForest (AF) 0.98 0.87 0.75 0.78 0.98
RandomForest (FS) 0.99 0.88 0.85 0.86 0.98
LightGBM (AF) 0.94 0.54 0.60 0.57 0.94
LightGBM (FS) 0.96 0.59 0.60 0.59 0.95
XGBoost (AF) 0.99 0.92 0.73 0.77 0.98
XGBoost (FS) 0.99 0.93 0.85 0.86 0.98

TABLE IV. METHODOLOGICAL COMPARISON WITH EXISTING IDS STUDIES

Study Dataset Model Type Feature Selection | Multi-Dataset | Model Complexity | Accuracy%
Qazi et al. [20] CICIDS-2018 CNN-RNN No No High 98.90
Proposed Framework CIC-IDS2017, CIC-DD0S2017, ML-based Ensemble ANOVA Yes Lower 99.00
CSE-CIC-IDS2018, CIC-DD0S2019
mmm Accuracy (AF) B F1-Score (AF)
1.0 Accuracy (FS) 0.9 mmm F1-Score (FS)

0.9

4
©

Accuracy

o
<

0.6

0.5

LightGBM XGBoost
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RandomForest

Fig. 3. Accuracy comparison of intrusion detection models using All
Features (AF) and Feature Selection (FS).

setups, reinforcing their suitability for scalable, high-accuracy
intrusion detection across diverse network traffic types.

Fig. 5 shows the confusion matrix of the machine learning
models in case of binary classification. In addition, Fig. 6
shows the confusion matrix of XGBoost models in case of
feature selection, which illustrates the classification behavior
across different attack categories. The model demonstrates
strong capability in identifying benign traffic, with nearly all
normal flows correctly detected and very few false positives.
This behavior is essential for maintaining operational stability
and reducing unnecessary alerts in real deployment environ-
ments. High detection accuracy is also evident for major attack
classes such as DDoS and DoS, confirming that the model
effectively captures large-scale malicious activity patterns.
Some misclassification occur in less frequent attack types
such as Infiltration and Web Attack. These errors likely result
from class imbalance and the limited number of representative
samples in those categories. Even so, the classifier maintains

0.8

o
~

F1-Score (Macro)

e
o

0.5

0.4

RandomForest XGBoost

LightGBM
Model

Fig. 4. F1-score comparison of intrusion detection models using All Features
(AF) and Feature Selection (FS).

stable precision and recall across the primary attack types,
showing that feature selection and ensemble learning enhance
the model’s ability to separate overlapping network behaviors.
Overall, the confusion matrix supports the quantitative findings
reported earlier. The results confirm that the proposed intrusion
detection approach achieves high accuracy and robustness
across varied network threats, while sustaining a very low
false-alarm rate—an essential property for scalable and reliable
Al-based intrusion detection in practical applications. On the
CICIDS-2018 dataset, the results obtained by the proposed
framework are consistent with those reported by Qazi et al.
[20], despite the methodological differences between the two
approaches. While HDLNIDS relies on a deep CNN-RNN
architecture trained and evaluated on a single dataset, the
proposed framework adopts a machine learning—based ensem-
ble strategy supported by ANOVA-based feature selection.
This design choice enables effective dimensionality reduc-
tion while maintaining competitive detection performance.
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Fig. 5. Comparative visualization of intrusion detection performance using
Feature Selection (FS) across different machine learning models for binary
classification.
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Fig. 6. Confusion matrix of XGBoost model Feature Selection (FS).

Moreover, unlike HDLNIDS, which focuses on a single ex-
perimental setting, the proposed approach demonstrates sta-
ble behavior across multiple CIC-based datasets, suggesting
improved robustness and generalization under heterogeneous
traffic conditions. Table IV shows the comparison between our
work and one of the latest research studies.

VII. CONCLUSION

This study presented an Al-driven intrusion detection
framework designed to enhance network security through
consistent and leakage-free machine learning pipelines. The
framework integrated RandomForest, LightGBM, and XG-
Boost classifiers and was validated under both binary and
multi-class settings using multiple datasets to assess robustness
and generalization across diverse network conditions. The ex-
perimental results demonstrated that all models achieved strong
performance in binary intrusion detection, with RandomFor-
est and XGBoost achieving the highest accuracy (0.99) and
stable Fl-scores above 0.97. In the more challenging multi-
class scenario, both models maintained high accuracy (0.99)
and balanced detection across attack categories, confirming
their reliability in distinguishing complex intrusion patterns.
LightGBM showed slightly lower macro-level performance
but benefited modestly from ANOVA-based feature selection,
which improved its recall and stability. Feature selection
proved effective in reducing feature redundancy and improving
computational efficiency without compromising classification
accuracy. This finding highlights that robust ensemble meth-
ods such as RandomForest and XGBoost can maintain high
performance even when trained on reduced feature spaces,
making them suitable for large-scale and resource-constrained
environments. Future work will focus on three directions: First,
model scalability and efficiency will be advanced by exploring
compact deep architectures such as CNN-RNN hybrids and
lightweight transformer variants for real-time deployment. Sec-
ond, explainability and transparency will be enhanced through
SHAP-based feature interpretation to increase analyst trust and
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interpret model behavior. Third, robustness will be extended
through evaluation on adversarial and real-world datasets, in-
tegration of continual learning to adapt to evolving threats, and
hybridization with anomaly detection mechanisms to identify
both known and emerging attacks. Collectively, these efforts
aim to develop intrusion detection systems that are accurate,
interpretable, and resilient across diverse and dynamic network
environments.
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