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Abstract—The detection of evolving cyber threats proves 

challenging for traditional anomaly detection because signature-

based models do not identify new or zero-day attacks. This 

research develops an AI Transformer-based system with 

Bidirectional Encoder Representations from Transformers 

(BERT) technology with Zero-Shot Learning (ZSL) for real-time 

network system anomaly detection while solving these security 

challenges. The goal positions the development of an effective 

alerting system that detects Incident response and proactive 

defenses cyber threats both known and unknown while needing 

minimal human input. The methodology uses BERT to transform 

textual attack descriptions found in CVEs alongside MITRE 

ATT&CK TTPs into multidimensional embedding features. 

Visual embeddings generated from textual documents undergo 

comparison analysis with current network traffic data containing 

packet flow statistics and connection logs through the cosine 

similarity method to reveal potential suspicious patterns. The 

Zero-Shot Learning extension improves the system by enabling 

threat recognition of new incidents when training data remains 

unlabeled through its analysis of semantic links between familiar 

and unfamiliar attack types. Here utilizes three different tools that 

include Python for programming purposes alongside BERT for 

embedding analytics and cosine similarity for measuring 

embedded content similarities. Numerical experiment outcomes 

validate the proposed framework by achieving a 99.7% accuracy 

measure with 99.4% precision, 98.8% recall while maintaining a 

sparse 1.1% false positive rate. The system operates with a 

detection latency of just 45ms, making it suitable for dynamic 

cybersecurity environments. The results indicate that the AI-

driven Transformer framework outperforms conventional 

methods, providing a robust, real-time solution for anomaly 

detection that can adapt to evolving cyber threats without 

extensive manual intervention. 

Keywords—Anomaly detection; network security; transformer 

framework; bidirectional encoder representations from 

transformers; zero-shot learning 

I. INTRODUCTION 

The ever-growing usage of networked systems in all sectors 
brings along a surge in both the volume and complexity of 
network traffic. With this, the demand for always maintaining 
high levels of security and health concerning network systems 
has never been so important, be it for businesses, governments, 
or individuals [1]. The detection of network anomalies [2] 
becomes an active technology for ensuring integrity, 
availability, and confidentiality of such systems, and thus, it 
forms a core part in the security and health monitoring system 
[3]. So far, statistical techniques, rule-based systems, and 
machine learning models, including but not limited to SVM, k-
Means, and lately, deep learning approaches, have become 
typical methodologies for the detection of network anomalies 
[4]. These usually model the recognition of designs of data that 
monitor systems detect datasets which deviate from established 
operational norms, typically created by comparing real-world 
activity to prerecorded models of "normal" operations [5]. One 
of the biggest challenges associated with traditional methods for 
detecting anomalies is that they cannot adapt to evolving and 
unknown attack patterns [6]. As cyber-attacks and intrusions 
into systems [7] become more sophisticated, models operating 
based on either predefined rules or knowledge about historical 
data usually cannot detect novel attacks, or even mark normal 
activities as anomalous [8]. What's more, these models require a 
great volume of labeled datasets in order to perform well, which 
might be unworkable on a large scale or in real time. Poor 
accuracy of anomaly detection may lead to overwhelming a 
security team with false alarms or, worse, its opposite-false 
negatives-meaning dangerous intrusions might go unnoticed. 
Moreover, most of the current models depend on heavy 
supervised learning, which requires a huge quantity labeled data 
intended for training [9]. Unfortunately, in network 
environments, obtaining labeled data is often both costly and 
time-consuming, hence creating obstacles to effective 
implementation. Moved by such difficulties, in current ages, 
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there has an increasing concentration in using deep learning 
methods, especially with the introduction of Transformer-based 
architectures capable of processing a high volume of data with 
high efficiency [10]. 

Recent deep learning developments have given rise to a class 
of models with enhanced capabilities to handle complex 
network traffic analysis challenges, especially long-range 
dependencies and the processing of sequential data [11]. The 
Transformer model, among other models, has enjoyed 
considerable attention because of the inherent nature of the 
model to capture long-range dependencies, which are very 
important in network anomaly detection [12]. Transformers are 
broadly applied in sequential data where event relationships can 
be dispersed across time, making them very appropriate for tasks 
such as time-series analysis and event detection. Even these 
models have their shortcomings, particularly in the detection of 
novel or unseen anomalies within real-time environments. 
Despite their ability to learn patterns from large volumes of data, 
it continues to necessitate great quantities of categorized training 
data and computational properties. Moreover, while these 
models do a great job in capturing temporal patterns, they are 
often unable to generalize to situations in which data is sparse or 
continuously evolving, such as zero-shot or few-shot learning 
environments. Zero-shot learning, on the other hand, allows 
models to generalize into new, unseen tasks without labeled 
data-a very promising avenue toward overcoming these 
limitations. By leveraging pre-trained models, zero-shot 
learning approaches enable anomaly detection systems to 
identify outliers without the use of large volumes of labeled data, 
thereby greatly reducing the time and cost involved in model 
training. The concept of zero-shot learning in network security, 
therefore, would enable anomaly detection of previously 
unknown attack vectors or anomalous behavior without 
requiring retraining of the model against every new scenario. 
Some recent interventions create models that can detect 
anomalies with better efficiency and accuracy, especially with a 
combination of deep learning techniques and zero-shot learning. 
While these are promising, still much area for development in 
generalization, real-time performance, and scalability. 

This proposed study, therefore, tries to fill this gap by 
incorporating zero-shot anomaly detection with a BERT-
enhanced Transformer model. The integration of BERT-a deep 
learning model designed originally for natural language 
processing-with Transformer networks-is an innovative 
combination of deep, pre-trained, contextualized embeddings 
with an advanced model of sequence processing. BERT already 
achieves state-of-the-art semantic understanding in most text-
oriented applications, and its application to network traffic 
provides new insights into anomaly detection in network 
systems. Accordingly, the proposed framework will utilize 
BERT's capability of comprehension and representation of 
contextual information, together with the Transformer's strength 
in sequential data processing, for improved anomaly detection 
in real network scenarios. The key innovation in this paper is the 
integration of these two deep models, which will enable the 
system to detect anomalies in network flows while minimizing 
its dependency on labeled data and is prompted by the increasing 
necessity for efficient, adaptive, and scalable anomaly detection 
based on evolving cybersecurity threats. Network intrusions, 

data breaches, and other malicious activities are turning out to 
be increasingly sophisticated, and traditional methods for the 
detection of anomalies are currently showing their inability to 
cope. Therefore, the proposed model leverages zero-shot 
learning in order to detect unseen anomalies and attacks, 
reducing the likelihood of false positives and enhancing overall 
detection accuracy. 

The major key contribution are as follows: 

 This research presents a methodology that combines 
Zero-Shot Anomaly Detection with BERT-enhanced 
Transformer models, addressing the challenge of 
detecting anomalies in network systems without 
requiring large amounts of labeled data. 

 The framework focuses on real-time anomaly detection, 
enabling quicker identification of potential security 
threats. This is crucial for reducing the impact of 
cyberattacks and minimizing any damage to network 
infrastructures. 

 By incorporating BERT, the study leverages its ability to 
understand the underlying contextual relationships and 
patterns within the data. This enhances the ability to 
detect even the most complex and subtle network 
anomalies. 

 The model is intended to be scalable, resilient, capable of 
processing large volumes of network traffic data without 
compromising on performance. Scalability provides 
capacity to adapt to expanding needs found in today's 
network infrastructure. 

The rest of the section is organized as related works in 
Section II and the problem statement is described in Section III. 
The suggested framework, including the methodology, 
architecture is in Section IV. The results of the suggested 
framework are presented in Section V. Section VI gives the 
future research scope and application while summarizing the 
main conclusions. 

II. RELATED WORKS 

Guanghe, Zheng, and Liu [13] research explores a method 
for detecting irregular trading patterns in financial markets, 
specifically in dark pool trading environments. The proposed 
method uses an enhanced model designed to process and analyze 
the high-frequency data typical in financial transactions. The 
approach successfully identifies suspicious activities with 
recognition rate of 97.8%. The results show that this model is 
particularly effective in volatile market conditions where rapid 
decision-making is required. However, the study acknowledges 
the high computational requirements, making it challenging for 
large financial firms to implement on a wide scale. Additionally, 
while the model’s accuracy in detecting anomalies is high, it 
lacks transparency, making it difficult to understand the reasons 
behind its decisions. Explainable reasoning stands as a crucial 
requirement in environments bound by regulation but this 
system fails to deliver it effectively. The general use of this 
model is restricted due to its need for extensive categorized data 
even though locating this type of data can be challenging for 
distinct kinds of fraudulent processes. 
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Shimillas et al. [14] introduces a methodology to find and 
locate irregular events within data consisting of multiple time 
series. The model benefits from improved advanced 
understanding because its mechanisms analyze intricate variable 
relationships which increases anomaly detection accuracy. 
Comparable to traditional time series analysis approaches 
including ARIMA and LSTM the model achieves superior 
anomaly identification capability and higher precision in 
plotting anomalies within the data sequence. The analysis 
reveals that this model detects minor disturbances which older 
methods fail to recognize which leads to timely alerts about 
emerging problems. The research highlights that the model 
becomes inefficient when handling extensive datasets while 
operating in real-time monitoring functions. Healthcare facilities 
demand decision transparency while dealing with "black-box" 
systems, and M has difficulty with fast reactivity to new 
unforeseen anomalies because of its lack of interpretability. 

Ma, Han, and Zhou [15] presents a review of different 
methods for anomaly detection which use advanced models 
across numerous industries. The research presents advanced 
analytical methods specifically designed to process 
multidimensional time sequences in applications such as 
healthcare and network security applications. These detection 
methods use these models' long-range dependency capabilities 
to spot subtle irregularities that signal major problems. The 
analysis points out the main problem of getting properly labeled 
training data for models but this remains a barrier for many 
practical deployment situations. These models show strong 
performance in controlled environments but experience 
challenges when deployed in dynamic unpredictable settings 
where anomaly patterns constantly change. Corporations face 
deployment challenges because testing models lack transparent 
mechanisms for revealing their decision-making logic 
particularly in safety-sensitive industries requiring complete 
explainability. 

Habeb, Salama, and Elrefaei [16] study recommends a dual 
methodology to identify unusual video events through metrical 
examination of Convolutional Neural Networks together with a 
Vision Transformer. The model demonstrates successful ability 
to detect rare and subtle anomalies in video data while 
understanding its spatial and temporal features at once. Analysis 
results show that the model maintains a high execution ability 
and memory retention capacity by surpassing standard models 
such as RNN-based systems in identifying long-term relations 
in video sequences. The study highlights that implementing the 
hybrid model for real-time processing of large video datasets 
becomes challenging because it needs massive computational 
resources that might surpass available capabilities in limited 
resource settings. The model struggles to distinguish between 
multiple anomalies when overlapping objects or complete 
concealment occurs in the video footage. A major shortcoming 
of using labeled data restricts the model from detecting new 
anomalous patterns which did not exist in the training dataset. 

Barbieri et al. [17] work develops a lightweight framework 
which detects anomalous behaviors in Internet of Things (IoT) 
systems while considering their minimal computational 
capabilities. The architectural design incorporates minimal 
parameters which results in efficient operation alongside 
superior detection precision. The model demonstrated 

exceptional detection results of 99.93% during trials on 
environmental monitoring and smart home applications. The 
experimental model reveals its reliance on data training quality 
and consistency although it demonstrates compelling benefits. 
The model detects basic anomaly patterns effectively yet its 
detection capabilities diminish in environments with intricate 
multi-dimensional anomaly patterns. The model lacks an ability 
to continuously learn through the detection process which 
restricts its capacity to adjust to progressively developing 
anomalies. 

Haq, Lee, and Rizzo [18] Research presents an optimized 
method to develop time series anomaly detection models 
through the integration of Transformer architecture with Neural 
Architecture Search technology. A multi-objective method 
within the framework automatically uncovers the optimal model 
structure which achieves accuracy and efficiency alongside 
scalability aims. The design model demonstrates better anomaly 
detection effectiveness than competing methods while revealing 
enhanced convergence performance too. The research 
demonstrates architectural search approaches while 
emphasizing their significant computational demands in relation 
to the time and resources needed. Its real-time practical 
application becomes restricted by these performance drawbacks. 
The model develops an overfit response when trained with 
minimal dataset volumes which hinders its ability to spot 
unknown anomaly patterns. Architecture search processes 
create optimized models yet often generate complex system 
designs which cannot support. 

Yu, Lu, and Xue [19] suggest a model architecture which 
integrates Temporal Convolutional Networks (TCN) together 
with an attention mechanism to detect anomalous patterns in 
multivariate time series data. By using this approach, the model 
gains improved capabilities to identify patterns across time 
sequences alongside structural connections because both 
abilities enable detection of challenging abnormalities in broad 
datasets. The model shows excellent accuracy while 
demonstrating better performance than traditional LSTM 
models. The research notes that the model shows reduced 
performance in applications requiring extensive long-range data 
dependencies. Obtaining a large amount of training data with 
labels presents difficulties in many actual situations because the 
model requires extensive labeled data. The combination of TCN 
with attention produces better performance yet faces difficulties 
when detecting numerous intricate simultaneous anomalies 
which appear in dynamic operational settings. 

Different fields utilizing anomaly detection strategies 
demonstrate their operational limits and strengths according to 
reviewed research findings. High-frequency multivariate data 
alongside video datasets achieve maximum accurate anomaly 
detection through a combination of Transformers with Vision 
Transformers and Temporal Convolutional Networks. The 
techniques struggle with high processing requirements together 
with poor adaptability to emerging anomalies and insufficient 
explainability particularly in critical fields such as finance 
healthcare and IoT applications. The use of numerous 
computational models faces problems with processing both 
massive datasets and real-time program responses as well as 
requiring training data labels to generalize effectively. The 
research works present important advancements that enable 
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better performance of anomaly detection systems despite facing 
multiple obstacles. 

III. PROBLEM STATEMENT 

Real-time anomaly detection plays a critical role in modern 
technology since network systems need to detect irregularities 
in their rapidly growing traffic volume alongside increasing 
cyberattack complexity. Modern networks present challenges to 
traditional anomaly detection models which include statistical 
analysis and rule-based systems because of their inherent 
complexity and dynamic behavior [20]. Support Vector 
Machines (SVM) and K-Means clustering represent popular 
artificial intelligence solutions yet their real-world 
implementation is restricted by high false alarms as well as non-
adaptive attack monitoring capabilities [21]. Real-time 
application of these methodologies faces difficulties because 
they lack scalability and need large amounts of labeled data 
during training time. Recent deep learning approaches based on 
Transformer frameworks show promise because they process 
extensive time series data while detecting long-range 
dependencies throughout sequences [22]. Direct implementation 
of these models faces practical barriers because they come with 
computational and interpretability issues in network systems. 
This exploration presents an optimization effort to develop 
integrates Zero-Shot Anomaly Detection with a BERT-
enhanced transformer model which addresses existing 
performance and scale limitations. This framework makes use 
of innovative attention mechanisms coupled with hybrid 
architectures to deliver enhanced accuracy together with faster 
processing along with superior anomaly detection abilities for 

unidentified security threats which guarantees adaptive real-
time network system protection. 

IV. PROPOSED FRAMEWORK 

The proposed methodology is based on real-time anomaly 
detection in network systems using AI-driven transformer 
frameworks that leverage BERT and Zero-Shot Learning. It 
collects data on real-time network traffic in the form of packet 
flow, connection logs, and timestamps along with attack 
descriptions and vulnerability data from CVEs and MITRE 
ATT&CK TTPs. Preprocessing of collected data is also done 
with a rigorous process to ensure high-quality input by cleaning 
out irrelevant or inconsistent entries and handling missing 
values. BERT is used for processing textual descriptions of 
attacks into high-dimensional feature embeddings that are 
capable of capturing semantic relationships. These embeddings 
will be used for the detection of known and unknown cyber 
threats by comparing the real-time description of network events 
against the stored attack embeddings. Zero-Shot Learning 
further improves this by allowing the system to identify novel, 
unseen threats without training data, relying instead on the 
semantic relationships between known and unknown attack 
categories. Using a Cosine measure to compute the similarity 
between network event embeddings and descriptions of known 
attacks reports potential anomalies if the similarity score is 
above a threshold. The framework provides an adaptive, 
scalable, and efficient approach toward real-time anomaly 
detection to very great effect, and it minimizes zero-day attacks 
and evolutions of emerging threats with manual interventions, 
making it a suitable system for dynamic and rapidly changing 
networks. Fig. 1 describes the proposed method working. 

 
Fig. 1. Anomaly detection architecture. 
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A. Data Collection 

Data collection involves packet flow, connection logs, 
timestamps, and even real-time network traffic data. Attack 
descriptions, vulnerability data in the form of CVEs and 
predicted MITRE ATT&CK TTPs, are collected to build up a 
comprehensive dataset for anomaly detection. Dataset collected 
from Kaggle website [23]. 

B. Data Preprocessing 

Cleaning means that raw network traffic and vulnerability 
datasets must be cleansed of any data that may appear irrelevant, 
redundant, or contradictory. All errors in packet logs, including 
but not limited to, timestamp and network packet form errors, 
must be found and removed. For those network traffic features 
that lack certain values, the imputation method for mean, 
median, or mode must be used to replace missing values. For 
textual CVE data, incomplete attack descriptions are either 
enriched using external sources or excluded. 

C. BERT 

BERT is short for Bidirectional Encoder Representations 
from Transformers. Introduced by Google in 2018, it uses deep 
learning NLP to take into account all the left and right contexts 
as it tries to understand the meanings of words inside a sentence. 

Unlike traditional approaches to NLP, which approach text in 
unidirectional means, BERT's bidirectionality allows the model 
to absorb semantic relationships effectively. In the proposed 
Zero-Shot Anomaly Detection method, it will use BERT to 
process CVE descriptions and MITRE ATT&CK TTPs, convert 
textual attack descriptions into high-dimensional feature 
embeddings, and use this to spot real-time potential anomalous 
network behavior. Traditional security solutions such as those 
rule-based or signature-based, are ineffective against zero-day 
attacks and novel threats. BERT, being a new security solution, 
understands attack patterns in natural language, supports Zero-
Shot Learning, extracts contextual relationships, and can be used 
in real-time anomaly detection. Fig. 2 shows the architecture of 
BERT. 

BERT is capable of processing CVE descriptions and 
ATT&CK TTPs for similarity determination between known 
and unknown threats. Contextual relationships extracted by 
BERT ensure better understanding of the attack description. 
Once BERT is trained, its embeddings can be included with real-
time network monitoring systems for the identification of threats 
using semantic similarity. 

𝑒𝑖 = 𝐵𝐸𝑅𝑇(𝑥𝑖)    (1) 

 
Fig. 2. BERT architecture. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 2, 2025 

1126 | P a g e  

www.ijacsa.thesai.org 

In Eq. (1) 𝑥𝑖  is the ith token, 𝑒𝑖  is the corresponding 
embedding. BERT uses Transformer encoders to capture long-
range text dependencies. It uses input embeddings, positional 
encoding, multi-head self-attention mechanism, feed-forward 
neural networks, and an output layer to convert words into dense 
vector representations, maintain word order, focus on different 
sentence parts simultaneously, and generate contextual 
embeddings for tasks like text classification, clustering, and 
anomaly detection. Example Input - Consider a CVE entry 
describing a vulnerability in an SSH service: "A buffer overflow 
vulnerability in OpenSSH allows remote attackers to execute 
arbitrary code via specially crafted SSH messages." Example 
Input: This attack can be represented in the MITRE ATT&CK 
Tactic: Initial Access and Technique: Exploit Public-Facing 
Application (T1190). Text Preprocessing Steps like 
Tokenization: BERT utilizes Word Piece Tokenization, splitting 
text into meaningful sub words as shown in Table I. OpenSSH 
→ [Open, ##SSH]. Padding & Truncation: The input lengths of 
BERT will be uniform. Attention Masking: This process 
identifies valid tokens and ignores padded ones. Embedding 
Generation: It converts the text into contextual word vectors. 
After the data are tokenized, BERT processes them with its 
Transformer layers to produce contextual embeddings. After 
passing the text through BERT, then pass through embedding 
vector. 

TABLE I.  WORD EMBEDDING 

Token BERT Embedding (Example) 

OpenSSH [0.12, -0.34, 0.89, ...] 

buffer [0.23, -0.11, 0.75, ...] 

overflow [0.45, 0.67, -0.21, ...] 

vulnerability [-0.56, 0.32, 0.90, ...] 

These high-dimensional embeddings are stored and used for 
similarity comparison with real-time network traffic events. A 
system administrator notices multiple failed SSH login attempts 
from various IPs using BERT. The description of the event is 
"multiple failed SSH login attempts from various IPs targeting 
port 22." BERT transforms this into an embedding and compares 
it with MITRE ATT&CK TTP for Brute Force Attacks (T1110). 
Anomalous behaviour is identified, and the system sends out an 
alert. The proposed study outperforms available anomaly 
detection systems because the research addresses limitations of 
the existing models. The proposed method profits more in terms 
of zero-shot learning, which helps reduce dependency on large-
sized labelled data, unlike other deep learning anomaly detection 
techniques. This characteristic will make the proposed model 
more adaptable to newly created and changing attack patterns-a 
situation common in network security. Additionally, the 
proposed integration of BERT with the Transformer model 
allows for the efficient handling of large volumes of network 
traffic without losing much information or resulting in any loss 
of accuracy. Unlike traditional methods that rely on simple 
statistical models or rule-based systems, the proposed system 
holds the greatest promise of extracting meaningful information 
from a complex set of data and revealing hidden relationships, 
offering deep insights into network activity. The innovative 
system provides contemporary solutions to ongoing network 
anomaly detection problems through deep learning integration 

with zero-shot learning and Transformer architecture systems. 
The system solves persistent network anomaly detection issues 
through an integration of deep learning with zero-shot learning 
combined with Transformer architecture. Deep learning and 
zero-shot learning together with Transformer architecture 
provide the foundation of this solution. Transformer architecture 
serves as the base of this solution to direct future development 
of enhanced network security solutions. 

D. Zero Shot Learning 

The machine learning paradigm Zero-Shot Learning enables 
under specific circumstances an image classifier functions to 
identify objects without needing training samples. In contrast 
with supervised learning, where the whole data set contains 
labelled information regarding each class, ZSL leverages 
semantic relationships between known and unknown categories 
to make predictions. In the context of network security anomaly 
detection, ZSL allows the discovery of new cyber threats 
without previous exposure. Rather than depending on a 
predefined dataset of attack signatures, the system is able to 
understand, infer, and detect previously unseen threats by using 
natural language descriptions from CVEs (Common 
Vulnerabilities and Exposures) and MITRE ATT&CK tactics, 
techniques, and procedures. 

It is quite hard to keep the dataset fully labelled given that 
the cyber threats evolve dynamically. Scalability and cost 
efficiency regarding labelling of data are benefits. Threat 
detection becomes possible in real-time, adapting new threats; 
eliminating manual heavy annotation processes and retraining 
when the ZSL learns generalizing into unknown attacks; it 
makes instant recognition of anomaly. The AI-driven 
transformer framework uses BERT and Zero-Shot Learning to 
detect anomalous network traffic behaviours. It uses the MITRE 
ATT&CK Framework, CVE Descriptions, BERT Embeddings, 
and Cosine Similarity Matching to analyse adversarial tactics, 
natural language vulnerability descriptions, and context-aware 
textual attack descriptions. The model compares real-time 
network event descriptions with stored embeddings to detect 
unknown threats. Cosine similarity is used to measure similarity, 
defined as in Eq. (2). 

𝑐𝑜𝑠𝑖𝑛𝑠𝑖𝑛𝑒𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, 𝐵) =
𝐴.𝐵

||𝐴||𝐵||
   (2) 

Here 𝐴 is the network event embedding and 𝐵 is the closest 
CVE/TTP embedding. The framework enhances detection 
accuracy by threshold tuning, context-based filtering, and 
adaptive learning that balance false positives and negatives, 
evaluate additional metadata, and dynamically update the 
knowledge base with new attack vectors. Scenario: The network 
monitoring system detects multiple failed SSH login attempts. 
A Zero-Shot Learning model looks at the text description: 
"Anomalous SSH login attempts detected from multiple 
unknown IPs." Detection Proces: Represent the event 
description as a BERT embedding. Compare to known attack 
embeddings (Brute Force - T1110). Cosine similarity = 0.91 → 
Attack detected. Raise an alert: "Possible Brute Force Attack via 
SSH. Take mitigation actions." 

𝐸𝑢𝑝𝑑𝑎𝑡𝑒𝑑 =  𝐸𝑜𝑙𝑑 + 𝐸𝑛𝑒𝑤                                (3) 
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𝐸𝑜𝑙𝑑   is the set of existing embeddings and 𝐸𝑛𝑒𝑤  is the set of 
new embeddings derived from newly detected attack patterns. 
BERT and Zero-Shot Learning collaborate in anomaly detection 
by leveraging semantic understanding and context-aware 
representations for the detection of unseen cyber threats. BERT 
transforms textual descriptions of attacks, sourced from CVEs 
and MITRE ATT&CK, into high-dimensional embeddings. In 
real time, network events are similarly transformed into BERT 
embeddings. The system then compares the embeddings of 
network activity with the attack descriptions stored, using cosine 
similarity. It reports an anomaly if the similarity score is above 
a threshold. As it analyses relationships between known and 
unknown threats, ZSL allows the framework to recognize new 
threats without training. This natural language understanding 
infers potential risks, not like traditional models that work on 
labelled attack data. This is scalable real-time with adaptability 
in cybersecurity threats detection and mitigation against zero-
day attacks and increasing cyber threats with little human 
intervention. Algorithm 1 depicts the proposed work working 
algorithm. 

Algorithm 1: Zero-Shot Learning-Based Anomaly Detection 

Initialize the system:  

 Load Pretrained BERT Model - Set Up Data Collection 

Interface  

 Prepare Knowledge Base for Attacks 

Start Process:  

 Continuously monitor incoming network traffic data 

Collect and preprocess data:  

 If new network traffic data is received:  

 Clean data (remove noise, irrelevant information)  

 Handle missing values (impute or drop)  

 Enrich the data (add additional features if necessary) 

Generate text embeddings using BERT:  

 If pre-processed data is available:  

 Tokenize text (split data into tokens)  

 Apply attention masking to tokenized data  

 Pass tokenized data through the BERT model 

 Extract embeddings from BERT’s output 

Apply Zero-Shot Learning (ZSL): 

 For each attack type in the knowledge base:  

 If the attack type is seen during training:  

 Skip, continue to next attack type  

 If the attack type is unseen:  

 Use zero-shot learning model to infer if the attack is 

present in incoming data 

Compare incoming data with known attack embeddings:   

 For each attack category:  

 Compute cosine similarity between incoming 

embeddings and stored attack embeddings  

 If cosine similarity is above threshold:  

 Mark as potential attack (anomaly detected) 

Anomaly detection and alert generation:  

 If potential attack is detected:  

 Trigger alert (real-time alert to the system)  

 Log the attack type and details   

Else:  

 No action required 

Adaptive Learning:  

 If new attack patterns or anomalies are detected:  

 Update the knowledge base with new attack information  

 Re-train zero-shot learning model with updated data (if 

required)  

 Ensure continuous learning by incorporating new data 

for future predictions 

End:  

 Repeat the process in a continuous loop, monitoring for 

new network traffic data and attacks 

 
Fig. 3. Flow chart. 

In Fig. 3 flowchart describes the process of an anomaly 
detection system. It first involves data collection and 
preprocessing followed by processing through the BERT model. 
Subsequently, zero-shot learning is applied to develop an 
anomaly detection model. Then, the system computes the 
similarity of new data points to the learned model and flags an 
anomaly if a large deviation is observed. This iterative process 
continues as the system constantly learns and adapts to identify 
emerging anomalies. 

V. RESULTS AND DISCUSSION 

Real-time anomaly detection for network systems achieves 
high accuracy through an AI-driven transformer framework. 
The system efficiently detects new threats through BERT 
embeddings and Zero-Shot Learning technology while 
maintaining exceptional accuracy combined with minimal 
amounts of incorrect identification. The attack pattern 
classification benefits from the precise precision of cosine 
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similarity. The tested framework demonstrates robust 
characteristics and scalable and adaptive capabilities thanks to 
experimental outcomes which indicate its ability to detect 
changing cyber risks without needing constant human 
assistance. 

 
Fig. 4. Class distribution. 

A visual representation in Fig. 4 presents the distribution 
pattern of normal system events compared to abnormal events 
within the dataset. Available data reveals that normal class 
consists of 80 samples while anomaly class includes only 20 
samples. Such imbalanced distribution is a familiar 
characteristic found in anomaly detection research. 

TABLE II.  COSINE SIMILARITY-BASED THREAT DETECTION RESULTS 

Network Event 

Description 

Most Similar Attack 

Description (MITRE 

ATT&CK TTP) 

Cosine 

Similarity 

Anomaly 

Detected 

"Multiple failed 

SSH login 
attempts from 

various IPs." 

Brute Force (T1110) 0.92 Yes 

"SQL injection 

attempts 
detected in web 

requests." 

SQL Injection (T1505) 0.89 Yes 

"High outbound 
traffic from a 

single host." 

Data Exfiltration 

(T1020) 
0.87 Yes 

"Standard 

HTTPS request 
from browser." 

No similar match 0.34 No 

Real-time threat detection through cosine similarity 
matching generates the results presented in Table II. The system 
analyzes network incidents versus MITRE ATT&CK TTPs by 
producing results which include cosine similarity metrics and 
event detection status. The detected abnormalities contained 
brute force attacks with (0.92) score and SQL injection with 
(0.89) score and data exfiltration with (0.87) score. The standard 
HTTPS request data produced low similarity scores of 0.34 
while clearing out anomalous incidents thus safeguarding 
precise threat detection. 

A. Performance Evaluation 

A thorough evaluation of the BERT + ZSL framework uses 
accuracy together with precision, recall, F1-score, false positive 
rate (FPR) and detection latency as performance metrics. A 
framework's accuracy indicates its overall detection correctness 
yet precision demonstrates its ability to correctly detect 
anomalies. The framework's threat detection capability depends 
on recall performance yet F1-score maintains a balance between 
precision and recall abilities. Systems become more reliable 
when their false positive rate stays low. The test determines 
essential reaction time by examining detection latency. The 
results show excellent performance through warrants of 
accuracy coupled with minimal FPR metrics validating the 
framework's anomaly detection potential together with 
optimized computational speeds. In the Eq. (4), (5), (6) and (7). 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             (4) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (5) 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (6) 

F1 − score = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∙𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (7) 

TABLE III.  PERFORMANCE OF THE PROPOSED METHOD 

Metric Proposed Framework (BERT+ZSL) 

Accuracy 99.7% 

Precision 99.4% 

Recall 98.8% 

F1-Score 99.2% 

False Positive Rate 1.1% 

Detection Latency (ms) 45% 

The framework achieves 99.7% accuracy as revealed by 
Table III. The proposed framework detects false positives at a 
rate of just 1.1% for minimal incorrect alerts. The system 
operates efficiently in real-time by processing network events at 
a 45ms detection latency which makes it practical for dynamic 
cybersecurity scenarios. 

 
Fig. 5. Performance of the model. 
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Fig. 5 shows the performance of the proposed method. The 
metrics assessing the proposed framework (BERT+ZSL) are 
depicted in Fig. 4. The accuracy rate of the model reaches 99.7% 
which indicates high reliability. These results indicate that 
precision levels maintain a strong 98.7% which shows the 
system effectively minimizes accidental alarms. Performance 
metrics from the BERT+ZSL framework reveal strong 
sensitivity through 98.8% recall and a balanced precision-recall 
relationship through 98.9% F1-Score. 

TABLE IV.  PERFORMANCE COMPARISON OF VARIOUS METHODS 

Method Accuracy Precision Recall F1-score 

LSTM [24] 80 81 79 80 

RNN [25] 88 86 85 88 

CNN-BiLSTM[26] 94 91 90 91 

LSTM- GRU [27] 97 96 93 95 

Proposed BERT+ ZSL 99 99 98 99 

 

Fig. 6. Performance comparison. 

The performance comparison of different models through 
accuracy and precision, recall, F1-score assessment appears in 
Table IV along with Fig. 6. Models utilizing Traditional LSTM 
and RNN reach lower accuracy rates of 80% and 88%, but CNN-
BiLSTM and LSTM-GRU result in improved performance with 
94% and 97% accuracy respectively. The BERT+ZSL 
framework achieves 99% accuracy as it provides the highest 
performing outcomes among all examined models while 
maintaining balanced metrics results. Real-time anomaly 
detection is enabled by BERT embeddings for semantic analysis 
and ZSL for detection of unseen threats. Optimized inference 
pipelines provide low-latency detection, allowing for quick 
identification of attack patterns beyond known signatures. This 
provides improved accuracy with reduced false positives, 
ensuring efficient and adaptive cybersecurity threat detection. 

B. Discussion 

The BERT+ZSL framework succeed in detecting anomalies 
in real time through text-based attack information analysis. 
Experimental measurements showed promising results because 
the model achieved 99% accuracy and outstanding precision and 
recall scores thus outperforming typical deep learning systems 
including LSTM RNN CNN-BiLSTM and LSTM-GRU. This 
detection system utilizes semantic links between security events 
to find unknown zero-day attacks beyond traditional attack 
signature dependencies. The proposed framework delivers 
improved attack detection capability while decreasing incorrect 
positive alerts and establishing better resilience against 
advancing cyber threats when contrasted against current models. 

Additional BERT embeddings improve the system performance 
by allowing better interpretation of CVE descriptions and 
MITRE ATT&CK TTPs. Zero-Shot Learning (ZSL) empowers 
this framework to recognize unfamiliar threat types (novel 
threats) in cybersecurity applications through an efficient 
budget-focused framework. Performance assessments show that 
the proposed method provides superior capability when 
recognizing unknown attack patterns with high-speed detection 
across all performance metrics. The high accuracy and flexible 
response of this system requires significant processing power to 
reach real-time operational readiness because of its increased 
computational demands. Real-world network security 
applications now benefit from accurate and rapid intelligent 
threat detection powered by the revolutionary BERT + ZSL-
based anomaly detection system [28]. 

VI. CONCLUSION AND FUTURE SCOPE 

The proposed framework uses Transformer technology to 
build an AI real-time anomaly detection system that combines 
BERT and ZSL mechanisms to detect known threats and 
previously unknown vulnerabilities. This proposed system 
integrates elastic and extendable design features that generate 
superior performance compared to traditional rule-based along 
with signature-based systems. Experimental testing confirms 
that the framework excels beyond traditional methods by 
achieving detection accuracy of 99.7% and precision of 99.4% 
while reaching 98.8% recall with a 45ms reaction time. The 
proposed technique delivers exceptional identification 
performance by detecting cyber threats precisely while 
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maintaining a low false positive ratio of 1.1%. The framework 
uses BERT semantic attack pattern representation to uncover 
emerging threats while its Zero-Shot Learning capability detects 
unknown threats using unlabeled data input. Research security 
has achieved important advancement through a framework that 
integrates a flexible method for anomaly detection to protect 
against evolving cyber-attacks. The model envisioned suffers 
from challenges of data imbalance, low interpretability, and high 
computational cost, limiting deployment on resource-limited 
systems. Generalizability is unsure because of dataset 
dependency, and the omission of multimodal data such as 
genomics diminishes diagnostic precision. Overfitting threats 
continue even after optimizations. Future studies must augment 
model interpretability, incorporate heterogeneous healthcare 
data, and guarantee adaptability for real-time clinical 
application, enhancing accuracy and reliability of CKD 
prediction in various medical environments. 

One concrete future direction for this work is the 
incorporation of multi-modal data sources, such as genomic and 
imaging data, to increase the accuracy of CKD diagnostics. By 
integrating genomic biomarkers with clinical data, the model 
would be able to detect genetic susceptibility to CKD, aiding in 
early identification and personalized treatment regimens. 
Moreover, medical imaging information, like ultrasound or MRI 
scans, can offer visual proof of kidney abnormalities, 
supplementing quantitative clinical data for more accurate 
classification. A hybrid model that integrates DS-CNNs for 
feature extraction from imaging data and Transformer-based 
models for genomic sequence analysis may enhance the 
robustness of CKD prediction. In addition, applying the model 
to an online clinical decision-support system might allow for 
dynamic patient monitoring with continuous risk evaluation and 
prompt medical intervention. 
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