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Abstract—Understanding legal documentation is a complex 

task due to its inherent subtleties and constant changes. This 

article explores the use of artificial intelligence-driven chatbots, 

enhanced by retrieval-augmented generation (RAG) techniques, 

to address these challenges. RAG integrates external knowledge 

into generative models, enabling the delivery of accurate and 

contextually relevant legal responses. Our study focuses on the 

development of a semantic legal chatbot designed to interact with 

contract law data through an intuitive interface. This AI Lawyer 

functions like a professional lawyer, providing expert answers in 

property law. Users can pose questions in multiple languages, such 

as English and French, and the chatbot delivers relevant responses 

based on integrated official documents. The system distinguishes 

itself by effectively avoiding LLM hallucinations, relying solely on 

reliable and up-to-date legal data. Additionally, we emphasize the 

potential of chatbots based on LLMs and RAG to enhance legal 

understanding, reduce the risk of misinformation, and assist in 

drafting legally compliant contracts. The system is also adaptable 

to various countries through the modification of its legal 

databases, allowing for international application. 
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I. INTRODUCTION 

Legal services play an essential role in ensuring compliance 
with regulations and facilitating access to public information [1]. 
By providing assistance in legal matters, these services help to 
improve the efficiency, accuracy and accessibility of the legal 
field. However, despite their importance, challenges persist in 
understanding complex legal documentation and creating 
accurate contracts, not least because of the prevalence of 
misinformation and the complexity of litigation. Integrating AI 
technologies into legal services offers significant benefits, such 
as improved efficiency and reduced costs [2]. By standardizing 
tasks, AI improves the accuracy and consistency of routine 
tasks, streamlining processes and boosting productivity [3]. In 
addition, AI technologies are making legal services increasingly 
accessible to the general public, facilitating access to legal 
information and services. This increased accessibility 
contributes to better access to justice, legal transparency and 
efficient dispute resolution. 

In the current context, where understanding legal documents 
is critical and contract drafting requires precise expertise, 
exploring innovative solutions based on artificial intelligence 

has become essential. These solutions aim to streamline 
processes [4], minimize risks associated with misinformation 
and litigation, and provide assistance without requiring 
specialized legal skills. This article aims to present an intelligent 
chatbot system specifically designed for the legal domain, 
particularly to help citizens understand contract law without the 
need for a lawyer. 

Chatbots, due to their ability to provide detailed and coherent 
responses in conversational dialogue [4], are promising tools to 
address these challenges [5], [6], [7]. This chatbot is designed to 
enhance the understanding of legal documents, especially 
contract management law, and facilitate contract drafting by 
establishing connections between different elements. By 
integrating external knowledge, it helps minimize discrepancies 
with current regulations, detect potential errors, and avoid future 
complications. Proactively, this assistance system enables non-
expert users in the legal field to draft contracts by guiding them 
on key information to include, while ensuring compliance 
through legal references and reliable databases. Additionally, its 
ability to provide precise answers to complex questions makes 
it a valuable tool for legal clarification [8], [9], [10]. To fully 
harness advancements in artificial intelligence and natural 
language processing to improve the efficiency and accessibility 
of our system [11], [12], we rely on large language models 
(LLMs). These models have achieved significant progress in 
recent years, demonstrating their ability to generate coherent 
text on a wide range of topics [13]. A striking example of this 
advancement is the emergence of the GPT-4 model [14], which 
has exhibited rudimentary reasoning capabilities, marking a 
significant leap in the field. However, LLMs face a critical 
limitation, their inability to access specific and relevant 
information in real time [15]. In specific domains, such as the 
provisions of a law in a particular country, these models may 
lack the necessary facts or details, as such information might not 
be present in their memory. Additionally, another limitation of 
LLMs mentioned in the text is the issue of "hallucination," 
where these models generate statements that appear plausible 
but are factually incorrect. Despite their impressive fluency and 
conversational capabilities, this suggests that LLMs can still 
produce inaccurate or misleading information [16]. This 
shortcoming poses a significant challenge for practical 
applications. 

To address this challenge, the concept of Retrieval-
Augmented Generation frameworks has emerged as a promising 
solution. These systems enhance LLMs by integrating them with 
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vector databases containing relevant information [17]. When a 
query is presented by the user, these systems dynamically 
retrieve and incorporate pertinent data into the LLM's context. 
This augmentation strategy has proven highly effective [18], as 
it addresses the shortcomings of LLMs in processing legal data. 
The synergy between LLMs and RAG systems provides more 
robust and context-sensitive applications in this domain [19]. 
This advancement paves the way for potential improvements to 
our system, thereby offering users greater practical utility. 

The general contributions of this article are as follows: 

 The proposal of an innovative chatbot for legal 
assistance, designed to provide basic legal advice 
accessible to all. This system is particularly aimed at 
helping citizens understand contract laws without 
requiring prior legal knowledge. By simplifying access 
to legal information, it promotes greater democratization 
of justice. 

 The implementation of an advanced technical 
architecture based on Retrieval-Augmented Generation 
(RAG). This technology combines document search 
capabilities with large-scale language models, enabling a 
deeper contextual understanding of legal texts and 
ensuring greater accuracy in the responses provided. 

 A significant improvement in accessibility and 
transparency in the legal field. By making complex legal 
texts more accessible and simplifying access to 
information, the chatbot helps enhance citizens' 
understanding and promotes greater transparency in 
legal processes. 

 A remarkable ability to reduce misinformation. Unlike 
traditional language models, this system relies solely on 
verified and regularly updated data, providing accurate 
and relevant responses. This approach overcomes the 
limitations of traditional AI systems by minimizing the 
risks associated with incorrect or speculative 
information. 

 Dynamic personalization and adaptability to local laws. 
By modifying integrated databases and legal rules, the 
system can be easily adapted to different jurisdictions, 
offering a flexible solution capable of meeting the 
specific needs of each country. 

 The article is structured into four main sections. The first 
section explores the fundamentals of conversational 
systems and their role in various applications, detailing 
how Retrieval-Augmented Generation works. It 
highlights its key components, including the information 
retrieval mechanism, contextual content generation, and 
their integration into interactive systems. The second 
section analyzes existing work in the field of legal 
digitalization, using contract law as a case study, while 
presenting automated assistance systems such as 
chatbots. The third section describes the adopted 
methodology, outlining the various stages of 
development of the proposed system, with a focus on the 
technical specifications that ensure its performance and 

efficiency in the context of legal assistance. Finally, the 
fourth section presents the research findings and 
discusses their implications, emphasizing the system's 
contributions to improving assistance tools in complex 
fields such as law. 

II. SCOPE OF STUDY 

A. Chatbot System 

A chatbot, also known as a conversational agent or dialogue 
system, is software designed to simulate human conversation 
through text or voice interactions. Chatbots are widely used to 
automate routine tasks, save time, and enhance user experience 
across various industries [20], [21], [22]. 
Their functionality relies on predefined rules or advanced AI 
techniques such as Natural Language Processing (NLP), 
enabling dynamic and contextually appropriate responses. 
Integrated into chat platforms, chatbots often serve as virtual 
assistants, capable of handling both structured tasks and 
informal conversations within their programmed expertise [23], 
[24]. Recent developments have highlighted their 
transformative potential in areas such as customer support, 
where they improve efficiency and availability; education, 
where they enable personalized learning experiences; 
healthcare, where they assist with patient communication and 
preliminary diagnostics; and entertainment, where they create 
interactive user experiences. As their applications continue to 
expand, chatbots are reshaping interactions between humans and 
technology [21], [25]. The performance and effectiveness of 
chatbots generally rely on three key elements. 

 Natural Language Understanding (NLU) is crucial for 
interpreting users' messages accurately. This involves 
analyzing natural language to identify intent, extract 
relevant information, and understand the context of the 
conversation [26], [27], ensuring that the chatbot can 
respond appropriately to user needs. 

 Response generation involves providing suitable and 
contextually relevant answers. This can be achieved 
using predefined rule-based systems, retrieval models 
that select existing responses [26], [28], or generative 
models that create unique and personalized responses 
tailored to the user's input. 

 Managing the context of conversations is essential for 
maintaining coherence in long interactions. By 
remembering previous exchanges [27], chatbots can 
adjust their responses according to the evolving needs of 
the user, improving the flow and relevance of the 
conversation. 

B. Retrieval Augmented Generation 

Retrieval-Augmented Generation (RAG) is an innovative 
method that combines the power of large language models with 
dynamic external knowledge retrieval, directly integrated into 
the text generation process. This approach overcomes several 
limitations of LLMs, such as outdated knowledge and 
hallucinations, by anchoring the generated content on relevant, 
accurate, and up-to-date information from reliable external 
sources. 
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Fig. 1.  Retrieval-augmented generation components. 

By integrating the robustness of a generative model with the 
relevance and timeliness of the retrieved data, RAG produces 
responses that are not only natural and human-like but also 
contextually appropriate and highly reliable [16], [29]. This 
fusion of retrieval and generation delivers results that are 
inaccessible by either component in isolation, positioning RAG 
as a major advancement in generative models [13], [30]. It 
allows for the production of high-quality responses, even in less 
explored fields, while remaining economically advantageous. 

The principle of RAG, illustrated in Fig. 1, involves 
predicting the output y from the input source x, both of which 
come from a corpus D. Simultaneously, a reference set Z is 
accessible through data sources. The direct association between 
a document z ∈ Z and a tuple (x, y) ∈ D is not necessarily known, 
although it can be established through human annotations [31], 
[32] or weakly supervised signals [33]. The general framework 
of RAG includes two main components: (B.1) a document 
retriever and (B.2) a text generator. The goal of RAG is to train 
a model that maximizes the probability of y given x and Z. In 
practice, Z often contains millions of documents, making 
exhaustive enumeration impossible. Therefore, the first step of 
RAG is to use document retrievers, such as DPR [29], to narrow 
the search down to a handful of relevant documents. The 
retriever takes x and Z as input and produces relevance scores 
{s1, ..., sK} for the top K documents Z = {z(1), ..., z(K)}. Then, the 
second step is to use a text generator [34], [35] to produce the 
desired result y by taking both the input x and the retrieved 
document set Z as conditions. 

1) Information retrieval: Information Retrieval (IR) is a 

field of information science and computer science that focuses 

on the representation, storage, and organization of unstructured 

data to help users find and retrieve relevant information based 

on their queries [36], [37], [38]. An advanced aspect of IR 

involves the use of neural document retrievers. These typically 

use two independent encoders, such as BERT [39], to 

separately encode the query and the document. They then 

estimate relevance by calculating a single similarity score 

between the two encoded representations. For example, in the 

DPR model [33], the documents Z and contextual queries x are 

projected into the same dense encoding space. The relevance 

score q(x, z) for each document z is calculated as the dot 

product between the document encoding Tz and the query 

encoding Tx, this allows for efficiently determining which 

documents are most relevant to a given query, by leveraging 

advanced natural language processing and machine learning 

techniques to improve the accuracy and relevance of search 

results. 

2) Information generation: Text generation represents a 

crucial domain in natural language processing and artificial 

intelligence, aiming to automatically create readable and 

coherent texts from existing information [40]. This task, often 

referred to as Information Generation (IG), relies on advanced 

machine learning and NLP techniques to produce new content. 

Text generation models, such as GPT and BERT, have the 

ability to synthesize data, rephrase information, and generate 

relevant responses based on the provided contexts. By using 

deep neural networks, these models analyze vast amounts of 

textual data to learn the linguistic and contextual structures 

necessary for text production [41] . This approach enables the 

creation of varied content, ranging from article summaries to 

detailed answers to specific questions, continually improving 

the quality and relevance of the generated texts thanks to 

advancements in AI and NLP. 

III. RELATED WORK 

The advancements made in the field of artificial intelligence 
have led to a notable increase in the development and 
deployment of chatbots for various tasks [42]. Many research 
efforts have focused on the creation of chatbots and the study of 
their applications in different fields, such as business support 
and education. For example, some studies have addressed the 
technical advancements in chatbot development to enhance their 
capabilities and effectiveness [43]. This section of the article 
examines existing research on the development and application 
of chatbots, highlighting the growing interest in chatbots and 
their evaluation in the legal field. The development of AI-
powered chatbots for legal advice has garnered considerable 
attention in recent years. Previous studies have explored the 
application of chatbots in the legal domain, focusing on various 
aspects such as the type of chatbots, their capabilities, and their 
limitations [4], [44]. For example, [45] compared two types of 
chatbots, generative and intent-based, to provide legal advice 
specific to Indian laws, evaluating their performance based on 
factors such as response quality and user experience. Similarly, 
[46] assessed the capabilities of ChatGPT and Gemini chatbots 
for contract drafting, highlighting the need for human 
intervention due to the limitations of chatbots in understanding 
the specifics of the legal system and linguistic conventions. 

Other studies have focused on the design and development 
of legal chatbots, which aim to automatically converse with 
users, determine the need for legal advice, grant access to legal 
rights, bridge the communication gap between clients and 
lawyers, and generate documents for legal activities [47]. In the 
same vein, [48] took this concept a step further by proposing a 
chatbot specifically designed for smart contracts. This chatbot 
can assist non-technical users in specifying and generating code 
for smart contracts, thus highlighting the potential of chatbots to 
facilitate the creation and management of complex legal 
documents. 

These studies highlight the potential of chatbots to provide 
accurate legal information to users. However, despite the 
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existence of these studies, there is still a need to improve chatbot 
systems in the legal field. The revolution of generative AI and 
its growing use in this sector emphasize this necessity. Indeed, 
human intervention remains essential due to the sensitivity of 
legal information and to avoid potentially severe consequences. 
The issues of hallucination in large language models used for 
chatbots particularly underscore the importance of these 
improvements. Without proper human intervention, chatbots 
may provide incorrect or inadequate information, leading to 
significant negative impacts. Therefore, further research and 
development are essential to strengthen the reliability and 
effectiveness of chatbots in the legal field. Many researchers 
have explored different approaches to improve chatbot 
capabilities. In this context, several studies have focused on 
enhancing chatbot systems to address this issue, through the 
integration of a retrieval-based response generation model, 
which has outperformed models based solely on retrieval or 
generation, offering increased fluency, improved contextual 
relevance, and greater diversity in responses [49]. This 
technology is Retrieval-Augmented Generation, which involves 
retrieving texts from a relevant external corpus for the task, and 
then providing them to the large language model [29], [50]. 
RAG improves the performance of LLMs by integrating the 
retrieved texts via cross-attention [29], [51], [52] or by directly 
inserting the retrieved documents into the prompt. Large 
language models, advanced systems for natural language 
processing, are trained on massive datasets to process and 
generate text [34]. Although they are designed for tasks such as 
machine translation, summarization, and conversational 
interactions, RAG models can also be used for information 
retrieval [13]. Retrieval-augmented generation has 
demonstrated notable success in several natural language 
processing tasks requiring deep knowledge, such as answering 
general knowledge questions accurately, fact-checking with 
high precision, and answering questions within specific domains 
[17], [29]. Furthermore, retrieval-augmented generation reduces 
misinformation often produced by large language models and 
non-RAG chatbots. 

IV. MATERIALS AND METHODS 

In this section, we introduce the AI assistance model tailored 
for contract law, which represents a groundbreaking 
advancement in efficiently accessing legal knowledge. This 
model begins with the collection of legal datasets for contracts. 
Next, by segmenting the documentation into manageable 
"chunks" and employing sophisticated techniques such as vector 
representation for storage and similarity searches, it streamlines 
the process of retrieving pertinent information. Fig. 2 likely 
provides a visual depiction of this innovative process, aiding in 
the understanding of its intricacies. This process is further 
elaborated in the following sections: Data Collection and 
Document Pre-processing (section A), Document Embedding 
and Storage (section B), and Search Similarity and Leveraging 
Answers (section C). 

A. Data Collection and Document Pre-processing 

The first step in designing this system involves collecting 
data related to contracts. For example, we used the official 
documentation of the law governing contracts in Morocco. We 
found that contract management in Morocco is called the "Code 

of Obligations and Contracts (COC)," promulgated by the Dahir 
of August 12, 1913, which serves as the foundation of contract 
law in the country [53]. This code governs the formation, 
execution, and nullity of contracts, specifying that contracts 
must comply with conditions of consent, capacity, lawful object, 
and cause. It encompasses various types of contracts, such as 
sales, leases, and mandates, defining the obligations and 
responsibilities of the parties involved. Additionally, the COC 
provides mechanisms for remedies in cases of non-performance 
or nullity of contracts and includes provisions on contractual and 
extra-contractual liability, thereby ensuring legal security and 
clarity in contractual relationships in Morocco. 

 
Fig. 2. Overview of the workflow for AI assistance in contract law. 

The dataset derived from this documentation includes 
several key features, as illustrated in Fig. 3, which shows the 
distribution of articles by section. 

 Articles: Each entry corresponds to a specific legal 
article, categorized by its thematic section. 

 Sections: The dataset covers critical areas of contract 
law, including General Obligations, Electronic 
Contracts, Quasi-Contracts, Torts and Liabilities, 
Contractual Terms, and Solidarity. 

 Language: The dataset is entirely in French, ensuring 
consistency with Moroccan legal texts. 

 
Fig. 3. Distribution of Articles by Section in the COC. 
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We would like to note that the documentation used for the 
implementation of this system is digital and in PDF format, 
which facilitated the collection and analysis of the necessary 
information. To efficiently extract the content from the 
documents as text, we used OCR technology, which converts 
text images into usable digital text. This tool is particularly well-
suited for such technical documents. Each document is 
processed by OCR and then divided into text segments of up to 
4,000 characters using a recursive text splitter. The splitting 
points are determined using separators such as double line 
breaks, single line breaks, periods, exclamation marks, question 
marks, spaces, and, as a last resort, no specific separator. 
Moreover, there is no overlap between segments, resulting in 
independent and coherent text chunks, thereby facilitating 
analysis while minimizing information loss. 

B. Document Embedding and Storage 

This step involves converting the segments prepared in the 
first phase into a format suitable for queries and storing them in 
a database. To achieve this, we use the LLM-Embedder model, 
known for its ability to capture complex semantic relationships 
in texts. This model, characterized by its precision in analyzing 
linguistic nuances, is ideal for extracting relevant and context-
rich information from documents [54]. Using this approach, we 
obtain vector representations that faithfully reflect the semantic 
content of the documents. These results are then stored in a 
vector database, enabling efficient search and retrieval based on 
similarity queries. Finally, each text associated with an 
embedding is recorded with a pointer, ensuring precise retrieval 
based on the corresponding embedding. Fig. 4 illustrates the 
process of creating this database. 

C. Leveraging Answers 

To answer user questions or queries, we follow a procedure 
that begins with the embedding of the user's question using the 
same embedding model as that used for the knowledge base. We 
then use the resulting embedding vector to query the vector 
database index, selecting three vectors (Top-k = 3) to determine 
the amount of context to retrieve. The vector database then 
performs a nearest-neighbor (ANN) search against the 
embedding provided, returning the most similar context vectors 
as illustrated in Fig. 6. It is through this similarity search that we 
extract the relevant documents from the database. For this task, 
we opted for the use of Facebook AI Similarity Search (FAISS), 
recognized for its efficient and scalable similarity search 
capabilities, particularly suited to the management of large 
datasets [55], [56]. FAISS offers significant advantages, 
particularly in terms of speed [57]. We then associate these 
vectors with the corresponding chunks of text, and transmit the 
question and the retrieved context to the LLM via a prompt. We 
ask the LLM to use only the context provided to answer the 
question, while ensuring that the answers respect the limits laid 
down for this type of sensitive information. If the context 
contains no usable data, the system will return a standard “Not 
applicable” message, as illustrated in Fig. 5, which includes the 
activity diagram describing the entire process. 

To select the best large-scale language model (LLM) for 
generating chatbot responses, we carried out a comparative 
analysis of the results obtained using GPT-4 Turbo and Llama 
3. GPT-4 Turbo, developed by OpenAI, offers improved speed 

and accuracy, in-depth understanding of natural language and 
advanced personalization options. Its outstanding performance 
places it among the best LLMs available, and its enriched 
contextual memory makes it particularly effective in delivering 
consistent, relevant user interactions. For its part, Meta Llama 3, 
a family of models developed by Meta, is considered the current 
state of the art and is available in 8 billion and 70 billion 
parameter versions, pre-trained or adjusted on instruction. The 
instruction-tuned Llama 3 models are optimized for specific chat 
use cases and outperform many others. Table I below contains 
the detailed characteristics of each model used in this study. 

  
Fig. 4. Vector database creation process. 

 

Fig. 5. Activity diagram for leveraging answers process. 

 
Fig. 6. Vector similarity search process with Top-k = 3. 

TABLE I.  FEATURES OF LARGE LANGUAGE MODELS UTILIZED IN THIS 

STUDY 

Model  Organization context 

length 

Knowledge cutoff 

date 

GPT 4 - Turbo OpenAI 128K tokens April 2023 

Llama 3 Meta 8K tokens December 2023 
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V. RESULTS  

A. Question-Answers Results of AI Assistance 

The results of implementing the contract law assistance 
system, based on datasets from Moroccan law as an example, 
demonstrate remarkable performance in providing accurate and 
contextualized responses to users. Built on an architecture 
combining search and generation assisted by generative artificial 
intelligence, this system has proven its effectiveness in handling 
complex legal information. 

For instance, when faced with a question such as, "What 
remedies are available to a buyer in the event of delivery of a 
defective product?", the model provided a detailed response 
enumerating the remedies available to the buyer, as illustrated in 
Fig. 7 below, relying entirely on information contained in the 
Moroccan COD law documentation. The large language model 
plays a crucial role by synthesizing the data provided by the 
system's prompt and ensuring that the response is coherent and 
contextualized based on the extracted information. This example 
demonstrates the chatbot's ability to extract and articulate 
specific and relevant information from foundational documents. 
However, when the system cannot find any relevant context to 
answer a question, as illustrated in Fig. 8, we do not allow the 
large language model to generate a response based solely on its 
general knowledge. In such cases, the system returns a response 
like "Not applicable" to avoid any misinformation or 
inaccuracies. This approach ensures that the responses provided 
are always based on reliable and contextualized information 
derived from the foundational documents. 

 

Fig. 7. Example of the system’s answer. 

 
Fig. 8. Example of the system's response in the absence of relevant context 

in the used documents. 

To study the performance of the large language models 
integrated into the pipeline of this system, we collected 
responses provided by GPT-4 Turbo and Llama 3 to various 

questions, as mentioned in the Methodology section. Table III 
below presents the results, allowing for a direct comparison of 
the two models' performance in terms of response quality and 
response time. These data provide a solid foundation for further 
analysis in the following section. Finally, it is important to note 
that the final version of this chatbot will use the LLM that 
performs best during the evaluation. 

B. Performance Evaluation of Answer Generation 

To evaluate the results obtained by each LLM in the RAG 
pipeline of this study we chose the RAGAS framework 
introduced by Es et al. In 2023. The Retrieval-Augmented 
Generation Evaluation Framework (Ragas), represents a 
breakthrough in the evaluation of Retrieval-Augmented 
Generation systems. In essence, Ragas equips practitioners with 
state-of-the-art tools, rooted in the latest research, to rigorously 
scrutinize text generated by LLMs. By leveraging Ragas, deep 
insights can be gained into the effectiveness of their RAG 
pipeline. At the heart of the Ragas framework lies its ability to 
evaluate RAG systems on a component-by-component basis, 
dividing the pipeline into its constituent parts: the Retriever 
component and the Generator component. This granular 
approach provides a nuanced understanding of system 
performance, identifying strengths and weaknesses at each stage 
of the process [58]. In the context of this study, our focus is on 
the evaluation of the Generator component within the RAG 
pipeline. This component plays a crucial role in the generation 
of text based on retrieved context, thus requiring careful 
examination. Ragas offers two main evaluation indicators 
designed specifically to assess the effectiveness of the Generator 
component: 

 Faithfulness: This metric assesses the factual consistency 
of the generated response in relation to the context 
provided. It determines the extent to which the 
statements made in the response can be logically deduced 
from the context [58]. Scores range from 0 to 1, with 
higher values indicating greater fidelity. 

 Answer Relevance: evaluates the relevance of the 
generated answer to the question asked. It calculates the 
average cosine similarity between the original question 
and synthetic questions derived from the answer [58]. 
Higher scores mean greater relevance, indicating that the 
answer closely matches both the question and the 
context. 

The comparative evaluation of the performance of GPT-4 
Turbo and Llama 3, as shown in Table II and graphically 
represented in Fig. 9, highlighted notable differences in response 
time, fidelity, and relevance of the generated answers.  

TABLE II.  EVALUATION METRICS FOR RESPONSE GENERATION 

Model Faithfulness Answer Relevance 
Response 

time 

gpt-4-turbo 1 0,971 3.12 

Llama3 0.84 0.79 0.86 
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TABLE III.  RESPONSES OBTAINED FOR EACH MODEL UTILIZED 

Questions 

Answers Response time 

gpt-4-turbo Llama3 
gpt-4-

turbo 
Llama3 

What are the essential 

elements of a valid 

contract? 

The essential elements for the validity of obligations 

deriving from a declaration of will are: 1) the capacity to 
obligate, 2) a valid declaration of will concerning the 

essential elements of the obligation, 3) a certain object that 

can form the subject of an obligation, and 4) a lawful cause 
to obligate (Article 2, Dahir (9 ramadan 1331) formant Code 

des obligations et des contrats). 

The essential elements of a valid contract include 

the identity of the contracting parties, the title of 

the property, the number and date of the building 

permit, and the description of the property being 
sold (Dahir.pdf, page 69). 

3.10 1.21 

What are the defects in 

consent that can 
render a contract null 

and void? 

Defects in consent that can render a contract null and void 

include error, fraud (dol), and duress (violence). These 

defects impact the validity of the consent given and can lead 
to the annulment of the contract (filename: 

Dahir_formant_Code_des_obligations_et_des_contrats.pdf, 

page 6). 

The defects in consent that can render a contract 

null and void are error, violence, fraud, and dol 

(Dahir.pdf, page 50). 
2.95 0.66 

What are the 

conditions for 

claiming damages in 
the event of non-

performance of a 

contract? 

To claim damages for non-performance of a contract, the 

following conditions must be met: 1) there must be a failure 
to perform the obligation (non-performance), 2) the non-

performance must be attributable to the debtor (fault must 

be proven unless presumed), and 3) there must be a causal 
link between the non-performance and the damage incurred. 

Additionally, the claimant must prove the damage and the 

amount of loss (filename: 
Dahir_formant_Code_des_obligations_et_des_contrats.pdf, 

page 18). 

The conditions for claiming damages in the event 

of non-performance of a contract are not 

explicitly stated in the provided text. However, it 

mentions that in case of resale, the seller must be 
notified by registered letter with 

acknowledgment of receipt, and the resale must 

be done under the same conditions as the 
preliminary contract (Dahir.pdf, page 71). 

3.46 0.80 

What happens if one 

of the parties fails to 
perform a contract? 

If one of the parties fails to perform a contract, the other 

party may demand specific performance, if applicable, or 

seek the resolution of the contract in court. Additionally, the 

non-breaching party may claim damages for losses incurred 
due to the breach (filename: 

Dahir_formant_Code_des_obligations_et_des_contrats.pdf, 

page 25). 

If one of the parties fails to perform a contract, 

the other party may be entitled to damages for the 

prejudice suffered due to the non-performance or 

delay in performance of the obligation 
(Dahir.pdf, page 29). 

 

4.00 0.67 

What are the seller's 

obligations under a in 
a contract of sale? 

The seller's obligations in a contract of sale primarily 

include: 1) delivering the thing sold, and 2) guaranteeing the 
buyer's peaceful possession and enjoyment of the thing sold, 

free from defects and third-party claims (Articles 498, 499, 

Dahir (9 ramadan 1331) formant Code des obligations et des 
contrats).). 

Based on the general concept of a contract of 

sale, the seller's obligations typically include 

delivering the goods, ensuring the goods are of 
acceptable quality, and providing any necessary 

documentation. 

3.34 1.06 

 

 
Fig. 9. Comparison of GPT-4 turbo and llama 3 across evaluation metrics. 

The average response time for GPT-4 Turbo is 3.12 seconds, 
whereas Llama 3 stands out with a remarkably reduced response 
time of 0.86 seconds. This superior speed of Llama 3 is 
attributed to the use of Groq technology during its integration 
into our system. Groq is an advanced technology that optimizes 
query processing and efficiently meets the demands of high-

responsiveness environments. However, this improvement in 
speed for Llama 3 appears to have come at the cost of a slight 
reduction in answer quality. The data presented in Table II 
reveal that GPT-4 Turbo outperforms Llama 3 in terms of 
fidelity (1 versus 0.84) and answer relevance (0.971 versus 
0.79). The high fidelity of responses generated by GPT-4 Turbo 
indicates a better ability to align with the facts and the provided 
context, ensuring a reliable and accurate user experience. 

VI. DISCUSSION 

Based on the results obtained, the GPT-4 Turbo model was 
selected for definitive integration into the RAG process of our 
assistance system, specifically in the legal domain, and more 
precisely in contract law. This field demands a very high level 
of fidelity in responses, given the sensitivity and rigor associated 
with legal inquiries. The exceptional performance of GPT-4 
Turbo in terms of fidelity (score of 1) and response relevance 
(score of 0.971) makes it the most suitable model to meet the 
critical needs of users in this demanding context. Additionally, 
the system has been designed to rely on legal texts as the primary 
source during the data augmentation phase for answer 
generation. This strategy ensures enhanced contextual accuracy 
and better alignment with the specific needs of users in the legal 
field. GPT-4 Turbo, with its ability to produce factually aligned 
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responses while adhering to precise contextual frameworks, has 
proven ideal for handling complex queries while efficiently 
leveraging augmented data. While the Llama 3 model offers 
undeniable advantages in terms of speed, the priority given to 
response fidelity and contextual relevance in this specific 
domain fully justifies the choice of GPT-4 Turbo. This decision 
strengthens the reliability and robustness of the system, 
particularly in an environment where information accuracy is 
critical and any error could lead to significant consequences. 

The results of this study illustrate the effectiveness of 
Retrieval-Augmented Generation systems in legal assistance, 
particularly in contract management. By combining legal vector 
databases with large language models, the developed chatbot 
delivers accurate and contextually appropriate responses. This 
system surpasses existing chatbots in this domain by adding an 
intelligence layer based on official legal data, such as national 
laws and regulations, ensuring strict compliance with current 
legislation. Unlike standalone LLMs, which may generate 
incorrect or non-compliant information, this chatbot leverages 
relevant legal data to avoid hallucinations or errors. For 
example, the data used in this study is based on Moroccan 
legislation, ensuring compliance with the national legal 
framework. 

The GPT-4 Turbo and Llama3 models integrated into the 
development process of this system showed distinct results: 
GPT-4 Turbo stands out for the richness of its responses, despite 
being slower, while Llama3 offers superior speed but with less 
depth in complex cases. When the sought information is not 
explicitly available in the legal texts, the system uses the "Not 
applicable" option to avoid providing incorrect or unfounded 
answers. This system represents a significant advancement in 
access to justice, facilitating the understanding of laws and the 
creation of compliant contracts while ensuring essential 
transparency and reliability. However, it cannot replace human 
expertise in complex legal cases. Future improvements are 
planned, such as automating legal updates, integrating 
multimodal functionalities, and continuously evaluating 
performance through frameworks like RAGAS. It is crucial to 
clarify the system's limitations to avoid any misinterpretation, 
emphasizing that this chatbot is not intended to replace 
professional legal advice. 

VII. CONCLUSION 

This work highlights the growing impact of AI-based 
technologies, particularly advanced language models combined 
with Retrieval-Augmented Generation systems, in the field of 
legal assistance. By relying on official documentation and 
rigorous information management, the developed system 
represents a significant step forward in improving access to 
justice by providing responses tailored to specific legal 
requirements. 

This approach overcomes some of the limitations of 
traditional chatbots and LLMs, ensuring greater accuracy in the 
information provided. The system also stands out for its 
flexibility, as it can be adapted to different countries simply by 
modifying the legal databases, ensuring its relevance to various 
legislative contexts. However, while this system is a powerful 
tool for automating certain legal tasks, it does not replace human 

expertise, particularly in more complex cases. Nevertheless, it 
paves the way for the democratization of access to legal 
information, emphasizing the importance of regular updates and 
continuous vigilance to avoid errors in ever-evolving contexts. 

Future developments will focus on automating legal updates, 
integrating multimodal capabilities such as speech recognition 
and document analysis, improving explainability by providing 
explicit legal references, and enhancing adaptability to different 
legal frameworks. By tackling these challenges, future iterations 
of this system will significantly enhance the accessibility, 
accuracy, and usability of AI-driven legal assistance. 
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