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Abstract—As the demand for efficient information retrieval in
specialized domains continues to rise, vertical domain question-
answering systems play an increasingly important role in ad-
dressing domain-specific knowledge needs. This paper proposes
a retrieval-augmented generation method that integrates path
search in knowledge graphs to enhance intelligent question-
answering systems for professional information retrieval. The
proposed approach leverages fine-tuned large language models
to identify entities and extract relations from user queries, com-
bining pruned marker method with a shortest path generation
tree algorithm to efficiently retrieve relevant information. The
retrieval results are then integrated with user queries using
prompt engineering to generate precise and contextually relevant
answers. To validate the practicality of the proposed method,
this paper develops a knowledge graph encompassing policies,
regulations, and social services within the household registration
vertical domain. The experimental results within this vertical
domain reveal that the proposed method significantly outperforms
existing methods in terms of evaluation metrics such as BLEU,
ROUGE, and METEOR, achieving improvements exceeding 3%.
Furthermore, ablation experiments validate the importance of
combining path search algorithms with fine-tuning techniques in
enhancing the question-answering performance.
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I. INTRODUCTION

With the rapid development of natural language processing
(NLP) technology, intelligent question-answering systems have
been widely applied in the field of policy interpretation and are
gradually becoming important tools for obtaining information
in medical, legal, educational, and other professional fields.
These systems understand user questions through semantic
analysis and information extraction technology, and generate
relevant answers from knowledge bases or domain-specific
databases [1]. Compared with traditional keyword matching,
intelligent question-answering systems can more accurately
capture the semantic intent of the user, thereby improving the
accuracy of the answers and user experience [2]. However,
intelligent question-answering systems still face notable lim-
itations. For instance, although pre-trained language models
exhibit strong performance across various tasks, they remain
less effective in addressing queries that demand a high level
of domain-specific expertise, such as medical diagnoses or
legal code interpretation [3]. Additionally, due to the system’s
dependence on static knowledge bases, it is difficult to update
domain knowledge in real-time, which may lead to delays in
answers [4].

The research on intelligent question-answering systems
typically unfolds along multiple technical routes, which

mainly include rule-based question-answering systems, infor-
mation retrieval-based question-answering systems, and gen-
eration model-based question-answering systems. Rule-based
question-answering systems rely on pre-defined rules and
templates, matching answers through the parsing of keywords
and syntactic structures. They perform well in structured,
fixed-pattern questions, but they have limitations in addressing
diverse needs and complex issues [5]. Information retrieval-
based question-answering systems find answers by searching
for relevant documents, utilizing keyword matching and se-
mantic retrieval techniques to quickly locate content related
to the user’s question [6]. Their advantage lies in their ability
to handle large document repositories and providing diverse
sources of answers. However, they often struggle to meet the
needs for questions that require complex reasoning or the
generation of new answers. In comparison, generation model-
based systems directly apply natural language generation tech-
nology to generate answers, performing even better in handling
complex issues [7].

In recent years, Retrieval-Augmented Generation (RAG)
technology has attracted widespread attention due to its
combination of the advantages of information retrieval and
generation models. RAG first finds relevant documents
through information retrieval and then generates more accurate
and semantically rich answers based on these documents
citeyang2019xlnet. Compared to traditional generation models,
RAG maintains the flexibility and generation capability of the
latter while ensuring the contextual relevance of the answers
[8]. RAG models combine a retrieval module based on BERT
with a GPT generation module, demonstrating outstanding
performance in knowledge-intensive tasks [9]. Research shows
that RAG not only improves the accuracy of answers but also
effectively reduces the lag caused by outdated information
by retrieving the latest documents [10]. RAG has shown
significant effects in open-domain question-answering tasks,
especially in areas such as law and policy where knowledge
updates are frequent, ensuring timeliness of answers through
real-time retrieval [11]. Additionally, multimodal RAG sys-
tems that combine image and text data further expand the
application of the technology and enhance its ability to handle
complex tasks[12]. RAG models have significant advantages in
handling complex policy-related questions, especially in cross-
domain and multi-dimensional issues, significantly enhancing
the relevance and depth of the answers [13].

In the context of the current complex policy system and the
growing demand for public services, how to efficiently acquire
and utilize knowledge of the household registration policy has
become one of the core issues of concern for policymakers and
public service institutions [14] [15] [16]. As an important part
of social governance, the household registration policy have a
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wide-ranging impact that covers multiple areas such as social
security, education, and employment[17]. Although RAG tech-
nology has made significant progress in question-answering
systems, it still faces some critical challenges. RAG technology
has a high dependency on the quality of the retrieval stage; if
the retrieval results include irrelevant documents, the generated
answers are often not accurate; in multi-hop reasoning tasks,
insufficient information is more likely to lead to incomplete
answers [18]. Additionally, when handling long texts, RAG
technology often suffers from context loss, leading to answers
that lack coherence [19]. Furthermore, RAG technology has
a high computational cost, and the system response speed is
slower when processing large document libraries, making it
difficult to meet the needs of real-time applications[20].

The above challenges have prompted the development
of a retrieval-enhanced generation method that incorporates
knowledge graph path search, which has been applied to the
household registration vertical field. This method combines
knowledge graph path search technology with entity recog-
nition performed by a fine-tuned large model, mapping user
queries to corresponding entities and relationships in the graph
and using path algorithms for inference to precisely extract
relevant knowledge information. Finally, the large model is
used for natural language generation to provide answers that
are contextually appropriate. In addition, in the subsequent
application phase, this paper will construct a knowledge graph
that covers policies, regulations, and social services in the
household registration vertical field, and further discuss its
specific implementation and application effects in vertical field
question-answering systems. The primary contributions of this
paper are as follows.

1) Proposal of an MST-based algorithm for knowledge
extraction: This paper presents a novel Minimum Spanning
Tree (MST) algorithm based on the shortest-path methodology
to facilitate efficient knowledge extraction from graphs. When
integrated with a large language model for natural language
generation, this approach enables the system to deliver accu-
rate, contextually relevant policy responses to user inquiries.
This enhancement significantly improves the intelligence and
responsiveness of the question-answering system.

2) Fine-tuned model for entity recognition and relationship
extraction: For tasks involving entity recognition and relation-
ship extraction within the household registration domain, this
study employs fine-tuning techniques on large models, coupled
with the knowledge graph, to achieve robust entity recognition
and relationship inference. This method effectively processes
complex entities and multi-layered relationships within the pol-
icy domain, ensuring that user queries are accurately aligned
with pertinent knowledge points in the graph.

3) Development of a specialized knowledge graph for
household registration: A comprehensive knowledge graph
tailored to the household registration domain has been de-
veloped, incorporating policy content, legal regulations, and
related social services. The graph systematically organizes the
interconnections among various policy clauses and entities,
providing a structured foundation for addressing complex
policy queries. This framework significantly improves the
system’s accuracy in addressing issues related to household
registration.

The rest of this paper is organized as follows. Section II
describes the related work of this paper. Section III introduces
the retrieval-enhanced generation technique, utilizing knowl-
edge graph path search to improve query handling. Section
IV details the construction of a knowledge graph within
the civil affairs domain and demonstrates the application of
this technique to enhance information retrieval and response
generation within civil affairs contexts. As for Section V, we
conduct comprehensive experiments and sufficient analysis.
Finally, Section VI provides a summary of the entire paper.

II. RELATED WORK

Knowledge graphs can better capture semantic relation-
ships in complex domains by structuring the representation of
entities and their relationships, thus providing more accurate
retrieval cues and context information for RAG technology
[21]. In the field of knowledge graphs, early research focused
mainly on how to effectively extract entities and relationships
from text data to build a structured knowledge base. For
example, methods based on statistical models can automat-
ically identify and associate relevant entities from multiple
data sources, laying the foundation for the construction of
knowledge graphs [22]. However, these traditional methods
often rely on predefined rules and templates, and their ability
to handle complex semantic relationships is relatively limited.
To overcome this limitation, research on knowledge graph
completion techniques based on deep learning has gained
widespread attention in recent years. Graph neural networks
(GNNs), in particular, have been widely applied due to their
superior performance in handling complex entity relationship
graph structures [23]. In addition, multi-task learning tech-
niques have also begun to be introduced into the construction
of knowledge graphs to handle entity recognition and relation
extraction simultaneously. Compared to single-task learning,
multi-task learning can better utilize the correlations between
different tasks, thereby improving the overall performance
of the model. For example, through a multi-task learning
framework, joint training of entity recognition and relation
classification has been achieved, effectively improving the
accuracy and efficiency of knowledge graph construction [24].
However, since knowledge graphs are a semantic network that
dynamically updates, how to achieve efficient knowledge up-
dating and completion remains an important research challenge
[25]. At the same time, with the rapid development of large-
scale pre-trained language models (LLMs), the integration of
knowledge graphs with LLMs has become a new research
direction. Knowledge graphs can provide structured knowledge
support for LLMs, thereby improving accuracy in specific
domain question-answering systems [26]. For example, by
combining knowledge graphs with LLMs, the model’s explain-
ability and personalized recommendation capabilities can be
enhanced [27]. However, since LLMs are essentially a “black
box” model, the issue of how to utilize its powerful capabilities
while maintaining the transparency and explainability of the
system remains a pressing problem [28].

The Retrieval-Augmented Generation (RAG) technique,
which integrates knowledge graphs with pre-trained language
models, significantly improves the accuracy and consistency
of generated content by introducing structured knowledge
into the generative process. For example, Yasunaga et al.
proposed the QA-GNN model, a framework that combines
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language models with knowledge graphs to handle complex
question-answering tasks. This model leverages path reasoning
within the knowledge graph, thereby enhancing the logical
consistency of the generated responses [29]. Similarly, Hu et al.
developed the OREO-LM model, which connects pre-trained
language models with knowledge graph reasoning modules via
a knowledge interaction layer, resulting in improved perfor-
mance on question-answering tasks [30]. In dialogue gener-
ation, advancements have been made by incorporating struc-
tured knowledge from graphs. Xu et al., for instance, intro-
duced the DMKCM model, which fuses structured knowledge
graphs with unstructured textual data to produce dialogue with
greater depth and coherence [31]. In a related development,
Kang et al. proposed the SURGE framework, which retrieves
relevant subgraphs and employs contrastive learning during
generation, enhancing the quality and knowledge consistency
of the generated dialogues [32].

Significant strides in dialogue generation have been
achieved by integrating knowledge graphs with pre-trained
language models. Peng et al. introduced the GODEL model,
which incorporates external knowledge during pre-training
to improve performance across task-oriented dialogue, con-
versational question-answering, and open-domain dialogue.
This model outperforms existing pre-trained dialogue models,
particularly in few-shot fine-tuning scenarios [33]. Yang et al.
further advanced the field with the Graph Dialog model, which
embeds structural knowledge from graphs into an end-to-end
task-oriented dialogue system. By utilizing graph convolutional
networks (GCNs), Graph Dialog captures structural informa-
tion from both dialogue history and knowledge bases, thereby
generating more precise responses [34].

III. RETRIEVAL-AUGMENTED GENERATION BASED ON
KNOWLEDGE GRAPH PATH SEARCH

The retrieval-enhanced generation method based on knowl-
edge graph path search includes three modules: entity recog-
nition, path search, and answer generation. In the entity
recognition module, a large language model is used to analyze
the user’s question and extract a set of entities similar to
the knowledge graph nodes. In the path search module, the
identified entities are linked to knowledge graph nodes, and the
shortest path is found using a 2-hop coverage query, generating
a tree structure that covers all entity nodes. Finally, in the
answer generation module, the results of the path search are
input into a large language model along with the user’s ques-
tion. Through prompt engineering, the model generates and
returns the final responses. The overall workflow diagram of
the retrieval-enhanced generation method based on knowledge
graph path search is illustrated in Fig. 1.

A. Entity Recognition Module

In this paper, a large language model is employed to
conduct an in-depth analysis of user input queries, extracting
a set of entities related to nodes within a knowledge graph.
This process leverages advanced natural language processing
techniques and harnesses the semantic understanding capabil-
ities of the model, enabling accurate identification of essential
entities within user queries. These entities, typically exhibiting
strong correlations with knowledge graph nodes, form a crucial
foundation for subsequent retrieval and reasoning tasks.

The user query Q is initially received as input, upon
which the model conducts multi-level semantic parsing and
entity mapping to identify a potential set of entities E =
[E1, E2, . . . , En]. This set is derived from relevant nodes
within the knowledge graph, guided by the context of the user
query and its implicit semantic cues. Through this entity recog-
nition method, the model not only extracts entities directly
pertinent to the user query but also captures potential implicit
information, enhancing the alignment between the query and
the knowledge graph. This process can be represented as
follows:

E = LLM (Q) (1)

Prompt Template for Household Registration Information
Extractor:

[Prompt]: You are an expert in household registration infor-
mation extraction, skilled in analyzing provided sentences and
extracting specified household registration items. Please note
that the output should only include the household registration
items mentioned in the text, and they should be numbered
sequentially. The input sentence may correspond to multiple
household registration items; do not output any extraneous
information. The household registration items include: 1) Proof
of legal and stable residence. 2) Correction of place of birth.

[Input Text]: I want to register my parents’ household
registration under my name. What materials are required?

[Output Keywords]: 1) Parental relocation to child’s house-
hold registration

Through the entity recognition and retrieval stage, the
model effectively minimizes the semantic gap between the
user’s query and the nodes within the knowledge graph,
thereby improving the accuracy of subsequent knowledge
graph queries and information reasoning. This process deepens
the system’s comprehension of the user’s query and establishes
a more precise entity foundation for path search and informa-
tion integration during the generation stage. Consequently, it
enhances both the quality of the system’s responses and the
overall user experience.

B. Path Search Module

In this paper, a knowledge graph is constructed for a spe-
cialized domain, transforming unstructured or semi-structured
texts related to domain knowledge into structured information.
This information is stored within a graph structure to provide
reliable data support for the subsequent question-answering
system. The NEO4J graph database is utilized to store multi-
relational data, leveraging Cypher queries for data import
and graph data retrieval. Cypher, a descriptive graph query
language, is recognized for its simplicity and robust function-
ality. Furthermore, NEO4J offers the neo4j-import tool, which
facilitates the rapid import of large-scale data.

Given the large number of nodes and relationships in the
constructed household registration policy knowledge graph,
directly executing path searches on the graph proves time-
consuming, which adversely affects user experience. Addition-
ally, storing the distances and paths between each pair of nodes
offline demands excessive memory space. To address this issue,
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Fig. 1. System workflow diagram.

this paper implements a pruning labeling strategy. During the
preprocessing stage, labels are assigned to nodes within the
graph, allowing these labels to be utilized at query time to
swiftly determine the shortest path between node pairs. Since
relationships in the knowledge graph are unweighted, an in-
depth analysis was performed on an undirected, unweighted
graph. Table I provides explanations of the commonly used
symbols in this paper.

1) Definition of shortest distance and shortest path queries:
In the knowledge graph, a set of composite labels, denoted
as L (u), must be precomputed for each node u. The label
set L (u) comprises multiple label pairs, each represented as
a triplet (v, duv, puv), where v is a node, duv denotes the
shortest distance from node u to node v, and puv represents the
set of all nodes along the shortest path between u and v.The
relationships in the knowledge graph are not assigned weights,
so the shortest distance between two nodes is represented by
the number of nodes in the shortest path between them.

When querying the shortest path between nodes s and
t, the shortest distance between s and t is first calculated.
To facilitate this, a function QD (s, t, L) is defined, with its
specific form as Eq. (2). u represents a common node between
s and t. For each common node u, the distance from node
s to node t is calculated as dut + dus, with the minimum
value among all possible distances considered as the shortest
distance.If no common nodes exist between L (s) andL (t),
QD (s, t, L) is defined as +∞.

In addition to calculating the shortest distance between
nodes s and t,, it is essential to record the path information.
To accomplish this, a function QP (s, t, L) is defined to
retrieve the shortest path, with its specific definition as Eq.
(3). QP (s, t, L)returns the path pus ∪ put, representing the
shortest path between nodes s and t. This path is constructed
by combining the optimal subpaths from node s to the common
node u and from u to node t.

For any pair of nodes s and t, the shortest distance between

them can be determined by calculating QD (s, t, L), from
which the shortest path can then be derived.

2) Generation of composite labels: A composite label
generation algorithm based on pruned breadth-first search
(BFS) is proposed to optimize the computational efficiency
of traditional BFS. Similar to the naive approach, this algo-
rithm performs searches sequentially in the order of vertices
v1, v2, . . . , vn. The process begins with an empty index L′

0,
and after each pruned BFS iteration from vertex vk, it updates
the index L′

k−1 to a new index L′
k based on the information

gathered. Algorithm 1 outlines the specific steps involved in
this composite label generation algorithm.

Algorithm 1 Composite Label Construction Algorithm

1: Lk(v)← ∅ for all v ∈ V
2: for i← 1 to n do
3: Li(v)← Li−1(v) for all v ∈ V
4: distance(vi) ← 0; distance(v) ← ∞ for all v ∈

V \ {vi}
5: path(vi)← [vi]; path(v)← ∅ for all v ∈ V \ {vi}
6: Q← a queue with only one element vi
7: while Q is not empty do
8: u← Q.pull()
9: if dG(u) < QD(vi, u, Li−1(v)) then

10: Li(u)← Li−1(v)∪{vi, distance(u), path(u)}
11: for w ∈ Neighbors(u) do
12: distance(w)← distance(u) + 1
13: path(w)← path(u) ∪ {w}
14: Q.put(w)
15: end for
16: end if
17: end while
18: end for
19: return Ln
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QD (s, t, L) = min {dut + dus| (u, dus, pus) ∈ L (s) , (u, dut, put) ∈ L (t)} (2)

QP (s, t, L) = argmin {dut + dus| (u, dus, pus) ∈ L (s) , (u, dut, put) ∈ L (t)} (3)

TABLE I. EXPLANATION OF KEY SYMBOLS

Symbol Description
G = <V,E> Knowledge graph

n Number of vertices in the knowledge graph
m Number of edges in the knowledge graph

NG(v) Neighboring nodes of node v in the knowledge graph
dG (u, v) Shortest distance between nodes u and v in the knowledge graph
PG (u, v) Set of all nodes on the shortest path between nodes u and v in the knowledge graph

The composite label generation algorithm proceeds as
follows: Given an input knowledge graph G =< V,E >, the
algorithm outputs composite labels comprising distance-path
pairs for each node in the graph. Initially, the label Lk(v)
for each node v ∈ V is set as an empty set. The algorithm
begins at node viand performs BFS across all nodes. For
the starting node vi, the distance is initialized to 0, and the
path path(vi) is set to [vi]. For all other nodes, distances are
initialized to infinity, and their paths are represented as empty
sets. The queue Q is initialized to contain only vi.

During the BFS process, when visiting a vertex u with
distance δ and path P , the algorithm checks if the query result
QD

(
vk, u, L′

k−1

)
≤ δ. If this condition is met, vertex u is

pruned, meaning that the label (vk,δ ,P ) is not added to L′
k (u),

and traversal of u′s adjacent edges is terminated. Conversely,
if QD

(
vk, u, L′

k−1

)
> δ, the label L′

k (u) is updated to
L′
k−1 (u) ∪ {(vk, δ , P )} , and the algorithm proceeds to

traverse all adjacent edges of vertex u. For each neighboring
vertex w of u, the algorithm updates w′s distance and path
accordingly and enqueues w into Q.

Fig. 2 presents examples of pruned BFS traversals. Yellow
vertices denote the roots, blue vertices denote those which
we visited and labeled, green vertices denote those which
we visited but pruned, and gray vertices denote those which
are already used as roots. The initial pruned BFS, originat-
ing from vertex 1, successfully visits all vertices, as shown
in Fig. 2a. In the subsequent BFS traversal starting from
vertex 2 (Fig. 2b), upon reaching vertex 6, we observe that
QD (2, 6, L′

1) = dG (2, 1) + dG (1, 6) = 3 = dG (2, 6),
allowing us to prune vertex 6 and avoid traversing any of
its outgoing edges. Similarly, vertices 1 and 12 are pruned
in this traversal. As additional BFS traversals are performed,
the search space progressively diminishes in size, as illustrated
in Fig. 2c and Fig. 2d.

The algorithm enhances computational efficiency by em-
ploying pruning techniques to minimize redundant traversal,
thereby optimizing the process. The final output is the up-
dated label set Ln, which constructs composite labels for
each node, embedding both shortest path and corresponding
distance information. These composite labels enable rapid
determination of the shortest path between any two connected
nodes in the graph, eliminating the need for exhaustive graph
traversal or complex path-finding operations. This composite
labeling mechanism thus provides an efficient approach for

querying shortest paths, significantly improving query speed
and conserving computational resources.

3) Minimum spanning tree query algorithm based on short-
est path.: Given that user queries frequently involve multiple
entities, represented as a set of nodes within the graph, the task
of identifying the minimum-cost tree that connects these nodes
is defined as the minimum spanning tree problem. Algorithm 2
leverages the pre-established composite labels to compute the
shortest paths between nodes, thus facilitating the construction
of an optimal tree that spans all nodes within the specified set.

Algorithm 2 Minimum Spanning Tree Query Algorithm
Based on Shortest Path

1: tree← ∅
2: distance(k)← 0, pathi ← {Nk}
3: for i← 1 to k − 1 do
4: for j ← i+ 1 to k do
5: dG(Ni, Nj)← QD(Ni, Nj , Ln)
6: PG(Ni, Nj)← QP (Ni, Nj , Ln)
7: end for
8: distance(i)← min {dG(Ni, Nj) | j = 1, 2, . . . , k}
9: path(i)← argminPG(Ni, Nj) for j = 1, 2, . . . , k

10: end for
11: Q← {1, 2, . . . , k}
12: while Q is not empty do
13: y ← argmin (distance(m) | m ∈ Q)
14: if y ∈ Q then
15: tree← tree ∪ path(y)
16: Q.remove(y)
17: end if
18: end while
19: return tree

The minimum spanning tree query algorithm based on
shortest path operates as follows: Given input parameters
consisting of composite labels Ln and a set of k nodes
N1, N2. . .Nk, the algorithm outputs the minimum spanning
tree that connects these nodes. Initialization starts by setting
the minimum spanning tree, denoted as tree, to an empty set.
The initial path distance distance (k) for node Nk is set to
0, with the path path (k) initialized to Nk. For the remaining
nodes N1, N2. . .Nk−1, distances are initially set to infinity,
and paths are initialized as empty sets.

The algorithm begins with the first node N1 and performs
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Fig. 2. Examples of pruned BFS traversals.

shortest path queries for each node pair Ni and Nj . Specif-
ically, it calculates the shortest distance dG(Ni, Nj) and the
corresponding path PG (Ni, Nj) between nodes Ni and Nj

using the composite labels Ln. Among all query results,
the shortest distance is selected, and the associated shortest
path is assigned to path (i). Subsequently, a greedy approach
constructs the minimum spanning tree by enqueueing all nodes
into Q. In each iteration, the algorithm selects the node y with
the smallest path distance from Q, and appends the shortest
path path (y) to the minimum spanning tree tree. The node y
is then removed from Q, and this process continues until all
nodes have been processed.

The algorithm utilizes composite labels to pre-store and
compress distance and path information between nodes, en-
abling rapid retrieval of shortest paths and their corresponding
distances through label queries. This approach markedly en-
hances path computation efficiency by eliminating the need
for complex graph traversal each time a shortest path calcu-
lation is required. Additionally, the algorithm adopts a greedy
strategy to incrementally construct the minimum spanning tree,
selecting the next path based on the minimum distance between
nodes and adding it to the spanning tree. This greedy selection
ensures that each chosen path is optimal at its respective
step, thus guaranteeing the overall optimality of the final
spanning tree. This method not only simplifies the process
of constructing the spanning tree but also maximizes the
algorithm’s efficiency.

The algorithm guarantees the accuracy of query results
while maintaining low time complexity. By minimizing redun-
dant path calculations and optimizing the construction process,
it effectively processes large-scale graph data in a short time
frame, making it especially suitable for constructing minimum
spanning trees in complex networks with numerous nodes
and edges. By integrating the efficient query mechanism of
composite labels with the benefits of a greedy strategy, the
algorithm offers a rapid and precise solution for minimum
spanning tree construction.

4) Approximation Ratio Analysis: As the Steiner tree prob-
lem is a classic NP-hard problem in graph theory and combi-
natorial optimization, obtaining an optimal solution for large
graphs with extensive terminal node sets demands considerable
computational resources and may be infeasible within a reason-
able timeframe. To assess and compare the effectiveness of ap-

proximation algorithms, the approximation ratio is commonly
employed as a metric. This ratio quantifies the discrepancy
between the solution produced by an approximation algorithm
and the true optimal solution. It is typically defined as Eq. (4).

r =
w (Tappopt)

w ( Topt)
(4)

In this context, Topt represents the optimal solution to
the Steiner tree problem, Tappopt denotes the spanning tree
obtained using the minimum spanning tree query algorithm
based on the shortest path, and w(T ) indicates the total weight
of tree T .

For a query on the node set N = {N1 , N2 . . . NK }, the
algorithm constructs the tree by iteratively adding the shortest
paths between nodes. In each iteration, a shortest path is
appended to the spanning tree. Suppose that, in each greedy
selection, the node pair (Ni, Nj) is chosen, and the shortest
path PG (Ni, Nj) with length dG (Ni, Nj) is identified be-
tween them. Consequently, the weight of the spanning tree
generated by the approximation algorithm can be expressed as
the sum of all shortest path lengths.

w (Tappopt) =
∑
edges

dG (Ni, Nj) (5)

The optimal Steiner tree Topt is the spanning tree with
the minimum total weight that connects the specified node set
N . This tree may incorporate non-terminal nodes to reduce
the connection costs between terminal nodes, and therefore,
its total weight w (Topt) represents the minimum achievable
weight for a spanning tree in the graph.

w (Topt) = min
treeT⊇N

w (T ) (6)

The upper bound of the approximation ratio for the classi-
cal greedy approximation algorithm for the Steiner tree prob-
lem is 2

(
1− 1

k

)
. When k is small, the shortest paths between

terminal node pairs closely align with the optimal solution,
causing the approximation ratio to approach 1. However, as the
number of terminal nodes k and the number of paths between
terminal nodes increase, the algorithm increasingly overlooks
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the introduction of Steiner points, leading to a gradual rise in
the approximation ratio. Nonetheless, the upper bound remains
capped at 2, as Eq. (7).

r =
w (Tappopt)

w ( Topt)
≤ 2 (7)

The above analysis of the approximation ratio suggests that
for smaller node sets, the approximation algorithm can closely
approach the optimal solution, offering reliable performance
guarantees. Consequently, the algorithm demonstrates a degree
of effectiveness in addressing large-scale Steiner tree problems.

5) Acquiring graph information via the minimum spanning
tree: In this paper, acquiring neighborhood information from
the minimum spanning tree aims to establish foundational data
support for an advanced question-answering system, thereby
enhancing the system’s capacity to address complex queries.
Specifically, a first-order neighborhood query is performed
for each node in the minimum spanning tree, retrieving
all directly connected neighboring nodes and their respec-
tive relationships to construct each node’s local subgraph.
Through this approach, the minimum spanning tree provides a
streamlined representation of the graph, maintaining essential
shortest connections between nodes while eliminating redun-
dant information. By systematically extracting neighborhood
information for each node within the minimum spanning
tree, the algorithm comprehensively captures the graph’s local
structural characteristics. This approach ensures the acquisition
of complete local information for each node, supplying the
necessary contextual and semantic relationship data to support
the question-answering system.

C. Answer Generation Module

Given that path algorithms often yield highly redundant
information, directly presenting this data to the user can result
in information overload and unstructured content, diminishing
the overall user experience. To mitigate this issue, we incor-
porate prompt engineering using a large language model. By
designing tailored prompts, we integrate the user’s query with
relevant information retrieved from external knowledge bases,
thereby generating responses that are more targeted, accurate,
and contextually relevant.

We have developed a method to convert triples from a
knowledge graph (i.e. “entity-relation-entity”) into a textual
format that is suitable for input into large language models. For
each triple, we generate a complete sentence by incorporating
connecting words such as “of” and “is”. For example, the triple
(A, relation, B) is transformed into the sentence “The relation
of A is B”. This conversion technique not only preserves the
structured information from the graph but also facilitates its
seamless integration into the LLM input, thereby guiding the
model to generate more accurate and coherent responses.

Specifically, the large language model leverages prompt
engineering alongside its robust pre-trained generation capa-
bilities to guide the response generation process. Initially,
we combine the user’s input query Q with a set of relevant
retrieved information [I1, I1, . . . , In] to construct a prompt,
denoted as Prompt(Q, [I1, I1, . . . , In]. This prompt is then
input into the generative model (LLM ), which, utilizing both

the prompt and the external information, produces a contextu-
ally appropriate and precise answer Answer. This process can
be represented as Eq. (8).The specific prompts are as follows:

Prompt Template for Response Generator:

[Prompt]: You are a text summarization expert. Please
provide answers based solely on the content of the text and
conversation records, without fabrication. Pay attention to
the distinctions between “approval department”, “acceptance
department”, and “review department”, and avoid unnecessary
information.

[Question]: What is the application method for replacing
(or reissuing) a resident household register?

[Text information]: The acceptance department for replac-
ing (or reissuing) a resident household register is the local
police station. The application methods and processing time-
lines for replacing (or reissuing) a resident household register
are: in-person at the service window (1 working day) or online
(3 working days). The application conditions for replacing (or
reissuing) a resident household register are as follows: if the
“Resident Household Register” is damaged or lost and needs
to be replaced or reissued, the head of the household can apply
for a reissued register for the entire household, while household
members can apply for a register that includes only the cover
page and their own page.

Answer = LLM (Prompt (Q, [I1, I2, . . . , In])) (8)

Through effective prompt design, the large language model
is guided to integrate internal knowledge with external infor-
mation sources. By leveraging the model’s inherent language
generation capabilities alongside external knowledge bases,
the generated content aligns more closely with the context
of the user’s query while filtering out redundant information
and retaining essential content. This approach ensures both
contextual coherence and factual accuracy in the responses,
thereby enhancing the user experience.

IV. CONSTRUCTION OF THE KNOWLEDGE GRAPH IN THE
HOUSEHOLD REGISTRATION VERTICAL DOMAIN

This paper presents the construction of a knowledge graph
specific to the household registration domain. It transforms
unstructured or semi-structured texts, such as policies and
regulations related to household registration, into structured
information stored in a graph format. This structured represen-
tation offers reliable data support for the subsequent question-
answering system.

The construction process of the household registration pol-
icy knowledge graph encompasses several key steps, including
knowledge acquisition, knowledge integration, and knowledge
import. The knowledge acquisition phase is primarily based
on the Wuhan Household Registration Business Processing
Guide(hereafter referred to as Guide) and a question-answer
corpus. Through text data preprocessing and information ex-
traction, event triplets reflecting household registration busi-
ness conditions, procedures, and required materials are gener-
ated. In the knowledge integration phase, synonym resolution

www.ijacsa.thesai.org 1271 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 2, 2025

Fig. 3. Flowchart of knowledge graph.

and duplicate entity handling are conducted to ensure data ac-
curacy and consistency. Finally, during the knowledge import
phase, the NEO4J graph database is employed to efficiently
import the triplet data using Cypher queries and the neo4j-
import tool, successfully constructing the knowledge graph that
underpins the household registration policy question-answering
system. The construction process of the household registration
policy knowledge graph is illustrated in Fig. 3.

A. Knowledge Acquisition and Information Extraction

Due to significant regional differences in household regis-
tration policies across China, the requirements for handling the
same household registration matter can vary considerably from
city to city. Therefore, the knowledge sources for the question-
answering system must strictly adhere to local household reg-
istration policies, and the knowledge graph for the household
registration domain must be closed and independent. This
paper utilizes the household registration policies of Wuhan,
Hubei Province, as the data source to construct the knowledge
graph for the household registration domain. The text data
primarily derives from the Guide, published by the Wuhan
Public Security Bureau, along with a question-answer corpus
compiled by household registration center staff. The Guide
adopts a semi-structured data format and provides detailed in-
formation on 127 household registration services, categorized
into six major types and 28 subtypes, covering the conditions
for processing these services in Wuhan. It also summarizes
numerous domain-specific terms related to household registra-
tion and concisely explains how to handle various household
registration matters across different scenarios. The question-
answer corpus consists of 1,603 question-answer pairs, with
all questions being real queries collected manually, closely
corresponding to the household registration services described
in the Guide.

Based on the textual characteristics of the aforementioned
knowledge sources, this paper preprocesses the text data with
a focus on household registration events. Specific content
for each household registration matter is extracted from the
semi-structured tables, resulting in the formation of event
triplets. Subsequently, the question-answer texts in the corpus
are aligned with the household registration event content,

facilitating the construction of entity relationships within the
household registration domain. These relationships primarily
include item names, application conditions, required materials,
processing procedures, application methods, and processing
time limits. The specific steps for information extraction are
outlined below, with an extraction example illustrated in Fig.
4.

• Given that the Guide is presented in a semi-structured
table format, the subject labels and headers of the
table can be directly extracted as relationships and
attributes. The household registration service item
names are identified as head entities, while specific
content such as processing locations, procedures, re-
quired materials, requirements, application methods,
and time limits are extracted as tail entities. Together,
these elements constitute the basic event triplets for
household registration services.

• To provide supplementary explanations for household
registration events under different contextual condi-
tions, the household registration service item names
are utilized as head entities, with the supplementary
explanations serving as tail entities, thus forming
contextual condition triplets for household registration
events.

• The questions from the question-answer corpus are
manually annotated and mapped to the entities estab-
lished in steps (1) and (2), resulting in the formation
of question triplets for household registration events.

B. Knowledge Integration and Knowledge Import

Merging the data from the two knowledge sources gener-
ates a substantial dataset for the knowledge graph; however,
numerous duplicate and synonymous entities exist within the
two databases. Directly importing these entities would result
in redundancy within the knowledge graph. To ensure the ac-
curacy of the question-answering system, this paper integrates
the knowledge graphs from both sources by calculating the
similarity of entity names. Following this knowledge integra-
tion, a total of 1,566 entities across 15 categories and 1,662
relationships across 16 categories were extracted from the
documents. The various household registration service contents
from the Guide were then imported into the NEO4J database
using Cypher queries and the neo4j-import tool.

V. CONSTRUCTION OF THE KNOWLEDGE GRAPH IN THE
HOUSEHOLD REGISTRATION VERTICAL DOMAIN

A. Entity Recognition Experiment

Large language models are trained on extensive text cor-
pora, typically comprising billions of parameters. However,
directly applying a large language model to entity recognition
tasks often results in suboptimal performance, and conven-
tional fine-tuning methods may induce catastrophic forgetting.
The LoRA (Low-Rank Adaptation) efficient fine-tuning tech-
nique addresses this issue by employing low-rank decomposi-
tion to reduce the number of parameters during training. This
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Fig. 4. Example diagram for information extraction.

TABLE II. TEMPLATE OF QUESTIONS FOR VARIOUS CONSULTATION ITEMS

Consultation Items Template of Questions
Application Methods and Processing Procedures What application methods are available for processing {item}?
Application Methods and Processing Procedures What are the procedures for processing {item}?

Precautions What precautions should be taken when processing {item}?
Application Requirements What requirements do I need to meet to handle {item}?

Required Documents What documents are needed to process {item}?
Accepting Department Where is the accepting department for {item}?

Review Department Which department handles the review of {item}?
Approval Department Which department is responsible for approving {item}?

Fee Standards Does processing {item} incur a charge?
Situation Explanation When handling {item}, what should be done in the case of {situation}?

Document Explanation What {materials} are required when handling {item}?

TABLE III. STATISTICS ON DATASET QUANTITIES

Question Types Quantity
Template Questions 1143
QA Pair Questions 824

Multi-node Questions 611

approach necessitates learning only small parameter matrices,
which approximate the updates to the model’s weight matrix.

To comprehensively evaluate the interaction capability be-
tween the large language model and the knowledge graph, we
designed three types of questions. Template-based questions
were generated using fixed question templates specifically
tailored to consultation items, as outlined in Table II. The
question-answer pairs were extracted from the question-answer
corpus, while multi-node questions, which involved multiple
consultation items, were manually generated. The dataset
statistics are presented in Table III. A total of 2,578 question
data points were collected, and the dataset was randomly
divided into training, validation, and test sets in an 8:1:1 ratio.

In this paper, the LoRA technique was employed to fine-
tune the general large model Llama3− 8B. LoRA enhances
fine-tuning efficiency by introducing trainable low-rank matri-
ces atop the model’s original weights while preserving overall
performance. Tailored to the specific requirements of the
household registration domain, the model underwent careful
tuning using a specialized fine-tuning dataset to improve
its adaptation to entity recognition and relation extraction
tasks. During the fine-tuning process, the model progressively
learned the specialized terminology and intricate entity rela-
tionships present in household registration services, resulting

in a significant increase in accuracy within this domain. Ulti-
mately, this fine-tuning process elevated the entity recognition
accuracy from its initial level to 96.1%, demonstrating the
effectiveness and high adaptability of the LoRA technique
when combined with a custom-built dataset.

B. Parameter Settings

In this paper, Llama3−8B−Chinese model was chosen
as the core model for answer generation. Llama3 − 8B −
Chinese is a deep learning-based language model renowned
for its robust language understanding and generation capabil-
ities, enabling it to handle long text inputs and produce high-
quality text outputs. To ensure the accuracy and reproducibility
of the experimental results, the parameters of the generation
model were meticulously configured and adjusted. The specific
parameter settings for the generation model experiments are
presented in Table IV.

TABLE IV. EXPERIMENTAL PARAMETER SETTINGS

Parameter Value
Maximum Input Length 8192

Maximum Output Length 8192
Temperature Coefficient 0

Top p 1
Top k 1

Retrieval-augmented generation technology based on
knowledge graph path search effectively addresses the com-
plex and varied query demands within household registration
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services. Fig. 5 illustrates an example of the household regis-
tration intelligent question-answering system.

C. Evaluation Metrics

1) BLEU Evaluation metric: BLEU (Bilingual Evalua-
tion Understudy) is an automatic evaluation method based on
N-gram matching, employed to assess the similarity between
generated answers and reference answers. By taking into
account the matching precision of different N-grams along
with a length penalty factor, BLEU produces a score ranging
from 0 to 1. Scores closer to 1 indicate a higher similarity
between the generated text and the reference text, reflecting
better evaluation results. The formula for calculating BLEU
is as Eq. (9).

BLEU = BP × exp

(
N∑

n−1

wnlogPn

)
(9)

pn represents the precision of the N − gram match
between the generated text and the reference text, while wn

denotes the weight assigned to the N-gram. The term BP refers
to the brevity penalty, which is applied to prevent the generated
text from being excessively short. The formula is as Eq. (10).
c is the length of the generated text, and r is the length of the
reference text.

BP =

{
1, if c > r

e(1−
r
c ), if c ≤ r

(10)

2) ROUGE Evaluation metrics: The core of the ROUGE
evaluation metric lies in calculating the recall and precision of
the generated text by matching N-grams between the generated
answer and the reference answer, resulting in a final score.
Specifically, ROUGE assesses the quality of the generated
text by evaluating the number of matching N-grams between
the generated text and the reference text. This metric is widely
applicable across various natural language processing tasks,
including summarization and machine translation, where the
effectiveness of the generated text often depends on its ability
to capture key information from the reference text. ROUGE
offers a comprehensive performance analysis through multi-
dimensional evaluation and demonstrates exceptional effective-
ness in large-scale text processing scenarios.

3) METEOR Evaluation metrics: The METEOR eval-
uation metric was developed to address the limitations of
BLEU in accounting for sentence syntax and word order.
It combines word-level and phrase-level alignment methods
while incorporating strategies such as stemming and synonym
replacement, thereby enhancing its accuracy in evaluating the
semantic similarity between generated text and reference text.
METEOR offers a more nuanced assessment of transla-
tion quality by considering factors such as lexical precision,
stemming, synonyms, and word order. The metric initially
calculates precision and recall, subsequently balancing these
two metrics through an F-score. Furthermore, METEOR
introduces a word order penalty to more accurately reflect the
significance of word sequence in translation.

4) Perplexity Evaluation metrics: Perplexity is a crucial
evaluation metric for measuring the predictive capability of a
language model, assessing how effectively the model adapts
to a given text sequence. A lower perplexity value indicates a
stronger ability of the model to predict new text, signifying that
the generated output aligns more closely with the probability
distribution of the language model, resulting in more fluent
sentences. Conversely, a higher perplexity value suggests a
weaker predictive ability, which can lead to lower quality and
consistency in the generated text. For a high-quality language
model, the perplexity value should be minimized to ensure that
the generated text meets the expected semantics and adheres
to appropriate language structure. The formula for calculating
perplexity is as Eq. (11). P (wi|wi−1) represents the model’s
predicted probability of the current word wi given the previous
word wi−1, and N is the total length of the text.

Perplexity = exp

(
− 1

N

N∑
i=1

logP (wi|wi−1)

)
(11)

D. Experimental Subjects

In this paper, we conducted experimental comparisons of
the proposed household registration policy intelligent question-
answering system with three baseline methods: LLM − only,
RAG− Embedding, and RAG−Graph.

1) LLM − only: This method relies exclusively on the
internal knowledge of the large language model (LLM )
for reasoning, without incorporating any external knowledge.
Techniques such as Chain of Thought (COT ) enhance the
model’s capacity for complex reasoning by generating a series
of intermediate reasoning steps [35]. COT facilitates the
model’s ability to decompose multi-step problems, thereby
improving reasoning accuracy.

2) RAG − Embedding: This method is based on RAG
technology, retrieving relevant information from external
knowledge bases using embedding vectors and combining it
with LLM to generate answers. Embedding vectors effec-
tively capture semantic similarity in text, improving retrieval
accuracy and making the generated answers more relevant
and precise. LangchangChatChat retrieves relevant informa-
tion from external knowledge bases using embedding vectors,
combines it with LLM to generate answers, and integrates
this information to enhance the quality and consistency of
responses.

3) RAG−Graph: This method combines RAG technology
with knowledge graphs to leverage the structured knowledge in
knowledge graphs to enhance the contextual understanding and
answer accuracy of the generative model, thereby improving
the quality and relevance of the generated content. Graph
RAG applies community detection algorithms to partition the
knowledge graph into multiple sub-communities, generates
local summaries for each community, and integrates these
summaries to form a global answer [36].

VI. EXPERIMENTAL RESULTS

A. Comparative Experiment

Table V presents the comparative experimental results
across various models, underscoring the superior perfor-
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Fig. 5. Example of the household registration question-answering system.

mance of the proposed household registration policy intelli-
gent question-answering system. The results indicate that our
model (Ours) significantly outperforms other models across
all evaluation metrics. Specifically, ours achieved BLEU ,
ROUGE − 1, ROUGE − L, and METEOR scores of
48.19%, 58.14%, 52.39%, and 55.48%, respectively, outper-
forming both the COT model and the Graph−RAG model.
These metrics highlight the model’s effectiveness in generating
content with enhanced fluency, comprehensive information
coverage, and improved semantic relevance. Furthermore, ours
recorded a Perplexity score of 42.48, lower than that of other
models, reflecting greater coherence and reduced language
model ambiguity. Collectively, these findings underscore the
exceptional performance of the proposed model in intelligent
question-answering tasks.

B. Ablation Study

To investigate the impact of model fine-tuning and the
path algorithm on the experimental results, ablation studies
were conducted on the dataset. To ensure the objectivity and
accuracy of the experiments, we designed the following sets
of control experiments:

1) KG(Baseline): This experiment directly uses the pre-
trained model without fine-tuning for entity extraction and
performs entity linking on the knowledge graph. It extracts
relevant information using first-order neighborhood queries
and generates answers. The purpose of this experiment is
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TABLE V. EXPERIMENTAL COMPARISON RESULTS

Model BLEU ↑ ROUGE − 1 ↑ ROUGE − L ↑ METEOR ↑ Perplexity ↓
COT 22.59% 33.03% 25.03% 27.78% 53.79

GraphRAG 15.15% 21.47% 11.56% 26.32% 65.56
Langchain 41.65% 52.97% 47.41% 49.98% 43.38

Ours 48.19% 58.14% 52.39% 55.48% 42.48

to evaluate the performance of the base pre-trained model,
serving as a baseline for subsequent experiments.

2) KG+PathAlgorithm: While keeping the basic model
parameters unchanged, the path algorithm is applied to process
the data to quantify its contribution to the experimental results.

3) KG+Fine−tuning: In this experiment, the pre-trained
model is fine-tuned without applying the path algorithm. The
aim of this experiment is to independently assess the effect of
fine-tuning on improving the model’s performance.

4) KG+ Fine− tuning + PathAlgorithm(ours): This
experiment combines both model fine-tuning and the path
algorithm to explore whether their combined effect can sig-
nificantly enhance the overall model performance.

Through this experimental design, we aim to comprehen-
sively analyze the individual and combined contributions of
fine-tuning and the path algorithm to the model’s performance.
The results of these experiments are presented in Table VI.

The experimental results show significant differences in
performance across different model combinations on various
evaluation metrics. The Ours system achieved the best results
on metrics such as BLEU, ROUGE, and METEOR. The BLEU
score of this system reached 48.19%, significantly higher
than other combinations, indicating that the optimized model
performs better in terms of similarity between the generated
text and the reference text. The ROUGE-1 scores was 58.14%,
respectively, further demonstrating the model’s superiority in
precise matching and coverage at both the word and phrase
levels. The METEOR score, at 55.48%, also indicates stronger
semantic consistency in the generated content. Although the
Perplexity score for the Ours system was slightly higher than
that of the KG+Fine-tuning system, the overall score still
suggests that the model fine-tuned with the path algorithm
exhibits high-quality text generation. Therefore, these results
demonstrate that the integration of the path algorithm and
fine-tuning significantly improves the model’s accuracy, con-
sistency, and coverage in language generation.

VII. DISCUSSION

This research proposes a Retrieval-Augmented Generation
(RAG) method based on knowledge graph path search and
successfully applies it to an intelligent question-answering
system in the field of household registration policy. Experi-
mental results demonstrate that the integration of path search
algorithms with model fine-tuning significantly enhances the
system’s efficiency and accuracy in multi-node query process-
ing, entity recognition, and information extraction. However,
the research process also reveals several issues that require
further exploration.

Firstly, although knowledge graph-based path search signif-
icantly improves retrieval effectiveness, the efficiency of path
search still faces bottlenecks as the scale of the knowledge
graph continues to expand. Particularly with the rapid increase
in the number of nodes and relationships, path computation
and multi-node queries still consume substantial time and
computational resources. Although this study employs pruning
strategies to reduce the search space, further optimization of
path search algorithms, especially in real-time query scenarios,
remains an important direction for future research.

Secondly, while fine-tuning methods (such as the LoRA
method) have effectively improved the accuracy of entity
recognition, the model may still encounter misidentification
and erroneous inferences when dealing with complex and
hierarchical domain knowledge. Although fine-tuning methods
have significantly enhanced the model’s performance in the
field of household registration policy, balancing the model’s
specificity and generalization capabilities to avoid losing its
ability to handle problems in other domains while overfitting
to domain-specific terminology remains a significant challenge
for future research.

Lastly, the knowledge graph construction in this study
is based on household registration policy data from Wuhan
City. While this domain-specific data source provides efficient
service support for the system, the construction and updating
mechanisms of the knowledge graph still face considerable
challenges in cross-regional or broader application scenarios.
Efficiently integrating policy data from different regions into a
unified knowledge graph and ensuring its timeliness and accu-
racy will be crucial for enhancing the system’s generalization
capabilities.

VIII. FUTURE WORK

In future research, we aim to further optimize and expand
the outcomes of this study in the following key areas:

1) Automatic update mechanism for domain knowledge:
The knowledge graph developed in this study is based on
household registration policy data from Wuhan City. However,
policies and regulations are subject to continuous changes
in real-world scenarios. To ensure the intelligent question-
answering system can provide up-to-date policy information in
a timely manner, future research will focus on the development
of an automatic update mechanism for the knowledge graph.
Specifically, we will explore the integration of real-time data
crawling techniques with knowledge graph update strategies,
enabling the system to rapidly adapt to policy changes and
thereby enhancing its real-time performance and accuracy.

2) Integration and fusion of multi-domain knowledge
graphs: While this study primarily addresses household reg-
istration policy, real-world applications often require knowl-
edge from multiple domains. Future research will focus on
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TABLE VI. ABLATION STUDY RESULTS

Model BLEU ↑ ROUGE − 1 ↑ ROUGE − L ↑ METEOR ↑ Perplexity ↓
KG 28.48% 38.18% 34.70% 32.86% 46.93

KG+PathAlgorithm 36.13% 44.14% 38.94% 41.40% 47.95
KG+Fine-tuning 40.56% 52.59% 49.26% 47.32% 40.99

Ours 48.19% 58.14% 52.39% 55.48% 42.48

the construction and integration of multi-domain knowledge
graphs. For example, household registration policy intersects
with domains such as social security, taxation, and educa-
tion. Efficiently fusing knowledge from these diverse domains
and enabling cross-domain reasoning within the intelligent
question-answering system will be a critical direction for
further investigation.

3) User interaction and optimization of personalized
question-answering systems: The current research predomi-
nantly addresses standardized question-answering tasks. How-
ever, user needs in practical applications are often complex and
varied. Future research will explore the development of person-
alized question-answering systems by incorporating users’ his-
torical queries and preferences. By analyzing user behavioral
patterns and interests, and leveraging recommendation system
technologies, we aim to enhance the system’s intelligence and
enable it to deliver more personalized responses tailored to
users’ specific needs.

4) Cross-language and cross-cultural expansion: Although
this study focuses on Chinese household registration policy,
future work will extend this methodology to multilingual and
cross-cultural contexts. With the increasing trend of glob-
alization, developing a question-answering system that can
operate effectively across different languages and cultures is of
significant practical importance. Future efforts will concentrate
on designing knowledge graphs and generation models that are
adaptable to multilingual environments, ensuring consistency
and accuracy across various languages, and facilitating the
system’s broader application on a global scale.

IX. SUMMARY

This paper presents a retrieval-enhanced generation ap-
proach that leverages knowledge graph path search, specifically
applied to the household registration domain. Comprehensive
experiments validate the effectiveness of this method. By
constructing a knowledge graph tailored to this vertical field
and employing a pruning marker technique alongside the
shortest path generation tree algorithm, the method ensures
efficient path querying. Additionally, fine-tuning a large lan-
guage model enhances the accuracy of entity recognition and
information extraction. The knowledge graph developed for the
household registration field encompasses policies, regulations,
and social services, creating a robust resource for relevant
information retrieval. Experimental results, using the house-
hold registration field as a case study, reveal that the proposed
method significantly outperforms traditional approaches across
BLEU, ROUGE, and METEOR metrics, achieving substantial
reductions in perplexity. This improvement demonstrates the
model’s coherence and accuracy in text generation. The spe-
cific conclusions are as follows.

1) The knowledge graph developed in this paper encom-
passes entities and relationships pertinent to house-

hold registration policies. By integrating fine-tuning
strategies for large language models, the system effec-
tively provides accurate answers to complex, multi-
node queries. Experimental results demonstrate that
the combination of pruned marking and shortest path
generation tree algorithms substantially enhances the
efficiency of multi-node path queries, ensuring the
system’s high performance and accuracy in handling
complex questions.

2) Ablation experiments confirm the performance im-
provements attributed to model fine-tuning and the
path algorithms. Specifically, in knowledge graph
path searches and information retrieval tasks, the
path algorithm ensures information relevance and
precision, while model fine-tuning further enhances
the accuracy of answer generation.

3) Effective prompt engineering played a critical role
in answer generation, enabling the system to filter
out extraneous information by combining retrieved
knowledge with user queries, thus producing an-
swers that are both contextually relevant and targeted.
The reduction in perplexity corroborates the system’s
improved ability to generate high-quality responses,
enhancing overall system performance and user ex-
perience.

This paper presents an efficient and precise solution for
question-answering in complex vertical domains, highlighting
the substantial potential of combining large language models
with knowledge graphs. The findings offer valuable technical
insights for advancing question-answering systems in special-
ized fields.
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