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Abstract—The high prevalence of cellphones and social net-
working platforms such as Snapchat are obviously dissolving
traditional barriers between information providers and end-users.
It is certainly relevant in emergency events, as individuals on
the site produce and exchange real-time information about the
event. However, notwithstanding their demonstrated significance,
obtaining event-related information from real-time streams of
vast numbers of snaps is a significant challenge. To address
this gap, this paper proposes an automated mapping approach
of emergency events and locations based on object detection
and social networks. Furthermore, employing object detection
methods on social networks to detect emergency events will
construct reliable, flexible and speedy approach by utilizing the
Snapchat hotspot map as a reliable source to discover the exact
location of emergency events. Moreover, the proposed approach
aims to yields high accuracy by employing the state of the
arts object detectors to achieve the objectives of this paper.
Furthermore, this paper evaluates the performance of four object
detection baseline models and the proposed ensemble approach
to detect emergency events. Results show that the proposed
approach achieved a very high accuracy of 96% for flood dataset
and 94% for fire dataset.

Keywords—Machine learning; deep learning; big data; social
networks; object detection; emergency event detection; snapchat;
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I. INTRODUCTION

The prevalence of emergency events has increased ex-
ponentially over the past half-century, disturbing since it
causes infrastructure damage, casualties, and long-term socio-
economic harm [1]]. It is described as a significant instability
of life of the community caused by hazardous incidents re-
sulting in either one of the following: human, financial, and
environmental damages, and consequences, according to the
United Nations International Strategy for Disaster Reduction
(UNISDR). [2] Emergency events fall into two categories:
natural and human-made. Natural emergency events are fur-
ther subdivided into geophysical, meteorological, biological,
climatological, and extraterrestrial calamities. Human-caused
emergency events can be further categorized into occupational
incidents, traffic incidents, and other incidents. Natural dis-
asters include landslides, earthquakes, floods, tsunamis, and
wildfires, and human-made emergency events include explo-
sions, large-scale building fires, toxic emissions, and aviation
and railroad incidents [3]. Thus, many emergency events have
serious economical consequences in the short term, but rare
situations can result in longer economic loss. Detection and
recognition of objects are extensively employed in a variety of
areas. People live in the era of smart communities that pro-

vide a massive volume of information. Conventional learning
techniques are incapable of dealing with massive amounts of
data, but data can match the requirements of deep learning
for a wide range of experimental datasets [4]. In addition, the
computer power of contemporary hardware has substantially
grown as technology has developed. Thus, object detection
based on deep learning has improved remarkably well.

Several deep learning-based object detection and target
recognition methods have recently been proposed. The deep
convolutional neural network can automatically train and en-
hance its hyper-parameters using the supplied data set [5].
Deep learning object recognition techniques are categorized
into two categories. The first type of algorithm is a two-
stage object detection method, such as R-CNN, Fast R-CNN,
Mask R-CNN, and Faster R-CNN [6]]. Object detection is
carried out in two steps by these methods. The region proposal
network is performed first to retrieve candidate objects of
interest and is followed by the detection network to predict
and recognize the candidate object’s region and class [7]]. The
second type of detection algorithm is a one-stage detection
algorithm, which involves SSD, RefineDet, YOLO, YOLOV2,
YOLOv3, YOLOv4, YOLOVS, and YOLOR. These methods
bypass the region proposal network and generate location and
class information concerning the objects straight throughout
the network. As a consequence, the one-stage detection method
recognizes objects faster [§].

The remainder of the paper is structured as follows: The
problem definition is introduced in Section Section
describes the related works of two separate research topics
covered in this study. Section “Background” provides a
high-level overview of object detection models and CNN
architectures. Section [V] “Methodology” describes the phases
in the research methodology, as well as the approach and
models employed in the experiments. Section “Evalua-
tion approach”, describes the specified case studies in depth,
including the reasons for their selection and experimental
environment construction, evaluation measures, performance
analysis for our suggested approach, and discussion of study
outcomes. Finally, Section “Conclusion and Discussion”,
highlights the findings and suggests future study avenues.

II. PROBLEM DEFINITION

Deep learning approaches have been used in previous
studies to auto-link between emergency events and places
using social networking information to analyze incident recog-
nition and assess spatial geolocation data from geotagged
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social network content. However, georeferenced data makes
up a relatively minor portion of the whole set of social
network information, and it may not precisely correlate to
events mentioned in the posts. Hence, location awareness and
more detailed emergency event information could significantly
improve social network content’s usefulness, reliability, and
compatibility [9].

The precision of an approximated position nowadays is
to the level of a town or district when employing current
approaches, and obtaining further relevant details like the
name of a road or building remains challenging [10]. As a
result, improved methods are required to significantly boost
the accuracy and robustness of geolocation data collected from
social networks.

This paper proposes an automated mapping approach
between emergency events and locations based on object
detection and social networks to address this gap. Furthermore,
employing object detection methods on social networks to
detect emergency events will construct a reliable, flexible, and
speedy approach by utilizing the Snapchat hotspot map as a
reliable source to discover the exact location of emergency
events. Moreover, the proposed approach aims to yield high
accuracy by employing the most current object detection
methods to accomplish the objectives of this paper. More
particularly, the contributions of this paper can be stated as
follow:

e  Detect the occurrence of emergency events across time
and exact locations by utilizing the Snapchat map.

e Develop a novel ranking and selection model to rank
the hotspot locations in order to prioritize which loca-
tion needs urgent dealing and send it to the decision-
makers.

e Develop a flexible, reliable and speedy object detec-
tion model to analyze images for the collected data
from Snapchat API.

e Propose a combination of one-stage and two-stage
object detection models to construct an ensemble
model and evaluate the performance of our approach.

III. RELATED WORK

This section outlines the literature review completed
throughout this study on two separate fields of study. First,
we highlight current research studies that address location
detection methods for social networks, concerns, as well as
existing and potential solutions. Second, we expand in a
limited but adequate manner on current deep learning methods
for object detection in emergency events.

A. Location Detection Methods for Social Networks

People usually are inquisitive about the location of catastro-
phes during or shortly after they occurred. Knowing the precise
location is critical for decision-makers to respond promptly and
make decisions accordingly [11]]. We can get emergency event
geolocation information from social network feeds. Location
retrieval can be classified into three elements based on the
methods used. The first element is the content analysis of
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words. Second, the analysis of different language modelling.
Third, by guessing through social relations [[12]. Many studies
have been conducted in order to approximate the location of
emergency events using material analysis in a specific outer
data source depending on geo-related factors.

Singh et al. [I3] presented a tweet categorization and
location identification technique for spotting tweets from emer-
gency affected seeking assistance as well as their locations. If
the location is not stated in the previous tweets, the location
was inferred utilising Markov Chain Stochastic approach.

Rodriquez et al. [14]. proposed Using a probabilistic tech-
nique that simultaneously predicts location designations and
Twitter posts of users, the relationship network is represented
graphically. In particular, the authors characterize the system
with a Markov random field probability framework, and the
training phase is based on a Markov Chain Monte Carlo
simulator that estimates the posterior likelihood distribution
of the sparse spatial user labels.

Duong-Trung et al. [15] developed a dynamic content-
based regression approach using the matrix decomposition
method to address the near real-time location estimation chal-
lenge. They demonstrated that real-time location estimation is
feasible without combining users’ tweets.

Gelernter et al. [16]] applied Named Entity Recognition
technique (NER) to recognize the names of locations in tweets,
The findings were contrasted to words manually classified as
locations by the researchers and revealed that the enormous
number of abbreviations for landmarks is a significant concern
for this technique.

Rout et al. [17] employed a Support Vector Machine
algorithm to estimate the location of tweets. In addition, their
dataset comprises relationship graph features and city metrics
like demographic size and the amount of active Twitter ac-
counts. The relationship graph features were adopted because
most online social networking relationships begin in real life.
They further contend that some elements of the towns are
pertinent to the categorization phase.

Laylavi et al. [18] developed a technique for identifying
relevant tweets regarding the storm incident. First, they defined
event-related word categories utilizing term frequency analysis
and the relationship scoring mechanism. Then, an incident-
related score was assigned to each tweet. Finally, the suggested
system’s findings were matched to manually labelled data to
measure performance. The recommended approach success-
fully categorized around eighty-seven incident-related tweets.

Table [I| illustrates the comparison of the related works in
Section [[II-A]l BD is denoted to big data and OD is denoted
to object detection.

B. Deep Learning Methods for Object Detection in Emergency
Events

The application of deep learning in emergency events
detection is becoming more and more extensive. Significant
advancements in computer vision have lately been accom-
plished using these technologies. Multiple detection strategies
and techniques have demonstrated superior picture detection
efficiency.
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TABLE I. A COMPARISON AND SUMMARY OF THE LITERATURE REVIEW

Method Ref Dataset results BD use OD use
Markov chain based [13] Twitter 87% No No
Markov Chain .

Monte Carlo [114]) Twitter 78.99% No No
Matrl?( factorization [ 15] Twitter 79% No No
technique

Named =~ Entity G Twitter 90% No No
Recognition

Support Vector Ma- {17 Twitter No No
chine

Term  — frequency 18] Twitter 87% No No
analysis

Ji et al. [[19] Used satellite images taken prior to and fol-
lowing the earthquake, a pre-trained VGG model was utilized
to detect destroyed houses affected by the Haiti earthquake.
The research findings reveal that the fine-tuned VGG model’s
accuracy level has risen from 83.38 to 85.19. In addition,
the destroyed houses identification effect works better, with
a production accuracy of 86.31 of earthquake-induced house
damage from satellite utilizing a pre-trained CNN classifier,
indicating that the CNN approach can successfully identify
the characteristics of destroyed structures houses.

Miura et al. [20] employed CNN model to obtain the
characteristic of the destroyed buildings’ rooftops that wrapped
with blue tarpaulin following the earthquakes. Leveraging the
enhanced CNN network and satellite photos taken following
the two events in Japan.

Qingjie Zhang et al. [21]] proposed a novel deep learning
method for detecting forest fires. They employed a cascaded
method for detecting fire, with the global picture stage exam-
ining the whole picture initially and then a local patch encoder
identifying the particular position of the determined fire. They
presented a baseline for fire recognition, 178 pictures for the
train set, and 59 pictures for the test set. They utilize the
CIFAR 10 network for the initial phase but reduce the number
of outcomes by two and add a drop-out layer to minimize the
fitting problem. They employed the Caffe framework’s 8-layer
AlexNet for the final phase.

Ci et al. [22] proposed a novel CNN architecture integrated
with a CNN data harvester, a unique loss function, and an
arbitrary regression classifier to measure the severity of houses
destruction due to earthquakes utilizing satellite images.

Pi et al. [23]] exploited a pre-trained model to train several
CNN classifiers based on You-Only-Look-Once (YOLO) in the
accident areas to detect intact houses rooftops.

Wei Zhang et al. [24] developed a CNN-CAPSNet—an
effective remote imagery categorization system that empha-
sizes the advantages of the CNN and CAPSNet algorithms.
A CNN with partially coupled layers was used as the initial
feature map generator. Furthermore, for feature extraction, they
employed a pre-trained deep CNN classifier that was entirely
trained on the ImageNet dataset. The findings demonstrated
that the suggested strategy might outperform state-of-the-art
approaches in classifier performance.

Pham et al. [25] proposed a YOLO-fine approach which
is an enhanced object detection model from YOLOV3. The

model was developed to identify tiny objects with high accu-
racy and efficiency, allowing real-time applications in realistic
circumstances. In addition, they explored its resilience to the
appearance of new contexts on the validation set deeper,
tackling the critical barrier of domain adaptability in satellite

imagery.

Yebes, J et al. [26] acquired and labelled images of real-
world situations, and several object detection algorithms were
fine-tuned to accomplish their experiment. Their highest results
yielded an accuracy rate of 82, employing a hybrid of R-CNN
and Resnet101.

Amit et al. [27] suggested a CNN-based paradigm for
catastrophe identification in aerial pictures: two fully con-
nected layers and three convolutional and max-pooling layers
in the suggested CNN framework. A dataset is gathered for
assessment purposes that spans many aerial picture patches
from two different natural catastrophes, specifically landslides
and flooding. Table [[I| illustrates the comparison of the related
works in Section BD is denoted to big data and OD is
denoted to object detection.

IV. BACKGROUND

This section briefly describes important background con-
cepts related to this study, including object detection methods
and CNN architectures,

A. Object Detection

Objects detection methods fall into two min categories,
one of which is one stage detectors and the other is two
stage detectors [6]]. Fig. [I] shows the stages of object detection
models.

One-Stage —>  YOLO — ssD —> YOLOV5 |—> YOLOR

i Object Detection

Two-Stage —»{ RCNN ?—-{ FastRCNNH FasterCNNH MaskRCNN)f

Fig. 1. Stages of object detection.

1) One stage detectors:

a) YOLOVS: is an upgraded version of the YOLOV3.
Its implementation is comparable to that of YOLOV4 in that it
integrates numerous approaches such as data augmentation and
modifications to activation functions with data preprocessing
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TABLE II. A COMPARISON AND SUMMARY OF THE DEEP LEARNING METHODS FOR OBJECT DETECTION IN EMERGENCY EVENTS

Method Ref Dataset results BD OD

use use
CNN [19] satellite imagery 87.6% No No
CNN [20] aerial images 95% No No
CNN [21]) various online resources 90% No No
CNN [22] multiple aerial imagery 93.95% No No
CNN YOLO [23] in-house aerial video imagery 80.69% yes No
CNN-CapsNet 124] UC Merced Land-Use ,AID , 98.81% No No

NWPU-RESISC45
CNN YOLO-fine [25] VEDAI ,MUNICH,XVIEW 84.34% yes No
8:?;_ S]l;?;;ter R- [26] images with pothole 82% yes No
annotations

CNN 127) satellite imagery 80% No No

to the YOLO structure. Yet, YOLOVS differs from YOLOV4
in the base; rather than Darknet, it uses CSPDarknet53 as its
base. This base addresses the redundant gradient data in a mas-
sive backbone network. It incorporates gradient modification
into the feature map, decreasing inference latency, boosting
precision, and lowering model complexity by minimizing the
parameters. In addition, it aggregates pictures for training
and uses self-adversarial training (SAT) to guarantee faster
prediction [28]].

b) YOLOR: You Only Learn One Representative: The
YOLOR model, which has an integrated network design, is
intended to carry out several tasks at the same time. YOLOR is
an upgraded version of the YOLO model that takes advantage
of the data in the lower tiers of the CNN layers, specifically
the attribute data. Furthermore, because it provides concurrent
recognition, the YOLOR method is more effective than the
existing YOLO methods [29].

YOLOR simultaneously utilizes implicit and explicit in-
formation to model training to acquire generalized repre-
sentations and execute multiple jobs using these generalized
representations. The implicit awareness recognizes deep layer
characteristics, and annotated data is used to gain explicit
information [29]. YOLOR has different versions with distinct
specifications, so YOLOR-P6 is considered for the study.

2) Two stage detectors:

a) Faster R-CNN: Faster R-CNN is upgraded version of
Fast R-CNN to overcome the limitations of Fast R-CNN. The
main drawback of Fast R-CNN is that it leverages particular
inquiry to generate Regions-Of-Interest (ROI), which is slower
and requires the exact period to execute as the recognition
system. Therefore, faster R-CNN is substituted by a unique
RPN (region proposal network), a fully convolution network
that can anticipate region suggestions using a broad variety
of sizes and aspect ratios. Furthermore, since it combines
full-image convolution characteristics and a similar set of
convolution layers with the overall classifier, RPN speeds up
the production of region suggestions [30].

b) Mask R-CNN: Mask R-CNN adds mask branch
output on top of the prior Faster R-CNN base. The core
layer gathers features at the beginning; then, the proposals
are anticipated and optimized to infer the bounding boxes
for object recognition and build segmentation masks. The
mask offers pixel-level feature extraction for every potential
object by performing instance segmentation [31]. In addition,

it incorporates enhancements in Faster R-CNN and FCN (Fully
Connected Network), which led to its popularity as a two-stage
object detection model compared to the other models, as it
offers both bounding box and segmentation [32].

B. Convolutional Neural Networks (CNN) Architecture

Convolutional neural networks are the most extensively
used deep learning algorithms and the most popular type
of neural network. It is a multi-layer neural network (NN)
design comprising a convolutional layer(s) followed by a fully
connected (FC) layer (s). The principal use of CNN is in
databases, where the number of nodes and parameters is
enormous [33]].

1) Convolutional layer: This layer is the foundation of
CNN models, defining linked inputs’ outcomes. Such an
outcome is accomplished by convolving kernels across the
datasets’ size and shape, determining the feed’s and filter’s dot
product, and constructing a two-dimensional activation map
with that filter. CNN efficiently understands which filters to
activate when a certain kind of attribute is noticed at a specific
spatial point in the input [34].

2) Non-linearity layer: Nonlinear functions are essential
and retain a degree greater than one; when displayed, they
exhibit a curve. The primary goal of this layer is to convert
the incoming signal to the outgoing signal, which will be
employed as an input in the subsequent layer. Non-linearity
layers include sigmoid or logistic, Tanh, ReLU, PReL.U, and
ELU [33].

3) Pooling layer: CNNs can comprise internal or external
subsampling layers that combine the results of one layer’s
neurons into an individual neuron in the subsequent layer. Its
primary function is to reduce the spatial size of the depiction
to decrease the size of the parameters and computations in
the framework. It prevents overfitting and accelerates the
computation. The max-pooling layer is the most frequent type
of pooling layer [35].

4) Fully connected layer: FC layers are conventional deep
NN layers that aim to create forecasts from activation for
regression and classification. This layer obtains entire links
to each activation in the preceding layer, and the activation
may be determined by matrix multiplication coupled with a
bias of sets [33]].
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V. RESEARCH METHODOLOGY

In this section, elucidation of the critical components of
this article is required by outlining the steps needed. First,
hotspot location in Snapchat map will be pinpointed. Second,
collect the dataset from the Snapchat map API in the exact
locations of the emergency events that were identified earlier
without any prior knowledge. Third, data pre-processing and
data augmentations methods are employed at this stage. Fourth,
object detection models for emergency event detection are
proposed. Fifth, we deploy an ensemble learning based for
emergency events to conduct a performance evaluation of the
proposed model. Finally, locations ranking and model selection
is proposed to prioritize the hotspot locations. The steps of the
proposed model is shown in Fig.

A. Pinpoint Hotspot Locations in Snapchat Map

Pinpointing the precise location of emergency events is
very important. Therefore, by leveraging the Snapchat map
we can find the exact location of any emergency event. The
snaps posted on the Snapchat Interactive Map is automatically
geotagged and represent a particular hotspot location which
can be a possible emergency event location [36]

B. Data Collection

Accordingly, after identifying the hotspot locations, a pre-
liminary ranking is applied based on the highest number of
snaps in each location to prioritize the locations. Then we
will use the same method we used in our previous works
wrapper for the Snapchat Map’s internal API in order to
construct a Node.js function that scans for snaps uploaded at
precise coordinates (hotspot zones) [[37]] which will collect all
the snaps shared at the exact location and marked as either
emergency event-content or non-emergency event-content. The
acquired snaps might be image or video, thus,the images they
will be analyzed by utilizing object detection techniques.

C. Data Pre-processing

1) Standardize images: One fundamental limitation in sev-
eral object detection methods is the requirement to scale the
datasets to a consistent size. This means that before we feed
the images to the training model, they need to be preprocessed
and resized to have equal dimensions [38]]. As a result, the
collected images are resized to a length of 640%640.

2) Data augmentation: Another frequent preprocessing
strategy is to augment the current dataset with different replicas
of the original images. It is performed to expand the dataset
and introduce the neural networks to a broad range of image
permutations [38[]. In addition, it will increase the likelihood
that the model will detect objects in any configuration.

Data augmentation may successfully prevent fitting prob-
lems throughout the advanced training phase and can tremen-
dously enhance the clarity of the data [39]. Several data
augmentation methods were employed, including vertical and
horizontal flipping, rotating to a specific angle (less than 20°),
and raising or reducing brightness.

Vol. 16, No. 2, 2025

D. Applying Object Detection Models

After collecting the dataset from the Snapchat map API, we
will apply the most common object detection algorithms which
are : You Only Look Once V5 (YOLO v5), You Only Learn
One Representation (YOLOR), Mask RCNN and Faster R-
CNN. We will apply these algorithms to every hotspot location
that have been identified earlier to detect emergency events.
Then, we will evaluate the performance of these algorithms
using evaluation metrics. Table [III} shows the hyper-parameters
of the models. Algorithm |I| depicts training and evaluation
steps.

E. Proposed Voting Ensemble Object Detection Model

Among the four object detection models mentioned above,
we will propose to use of the ensemble learning. The precision
of the object detection model may be boosted by merging
several models into an ensemble model which can be ef-
fectively applied for emergency event detection. One of the
primary factors driving the prevalence of ensemble learning
is its capability to minimize the variance and bias of deep
learning models [40].

Numerous object detection models have been introduced
to ensemble learning for different scenarios; however, using
an ensemble learning approach with object detection models
in emergency event detection is still appealing. Both one-stage
and two-stage models performed well for object detection, as
discussed in the related works. Therefore, four baseline object
detection models were chosen for the proposed ensemble
approach in this work. We applied a combination of single-
stage and two-stage models to conduct our proposed ensemble
approach. The proposed voting ensemble object detection
model is shown in Fig. [3]

F. Location Ranking and Selection Model

With the continuous search of hotspot zones in the
Snapchat map, multiple locations will be found and processed.
In this step we will rank these hotspot locations to prioritize
them in terms of ranking criteria. Algorithm [2| explains the
ranking model. This model consists of four criteria metrics:

a) Amount of snaps in the location: It counts how many
snaps have been posted in this particular hotspot location. The
overall score for this criteria is one point. Since we only have
two locations of emergency events, the highest will get one
point and the least will get zero.

b) Amount of snaps related to the emergency events: It
counts only the snaps that are related to the emergency event
in this particular hotspot location. This step is important to get
rid of unrelated snaps. The overall score for this criteria is two
points. Since we only have two locations of emergency events,
the highest will get two points and the least will get zero.

c) mean Average Precision (mAP) score: A higher
mAP score shows improved object detecting method perfor-
mance. Since we have applied four object detection models
to the dataset, we will get four different mAP score for each
model. Therefore, we will calculate the mean of this score
which the sum of all scores divided by the total number of
models. The overall score for this criteria is three points. Since
we only have two locations of emergency events, the highest
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Fig. 2. The steps of the proposed model.

will get three points and the least will get zero. It can be
calculated as:

12 ar+azx+---+ap

M = — P = 1
ean Za[ " (1

d) Throughput score (TP score): It refers to the quantity
of outcomes delivered in a particular amount of time. After we
evaluate the models performance using Spark, the model that
will get the best performance for both case studies in regards to
time processing will be selected. Then by matching this model
to the corresponding case study (location), the corresponding
location will get selected. The overall score for this criteria is
four points. Since we only have two locations of emergency
events, the lowest processing time model will get four points
and the rest will get zero.

After that, we will calculate the summation of all scores,
the location with a score of equal or greater than five will

be sent in cluster A and will be selected as the most urgent
location.

if Location(L) = 5 then put it in Cluster(A) (2)

If the location gets a score of equal or smaller than three,
it will be sent to cluster B.

if Location(L) > 3 < 5then put it in Cluster(B) (3)

Also, If a location get a score less than two, it will be sent
to cluster C and will be disregarded.

if Location(L) < 2thenputitin Cluster(C) (4)

The ranking model is shown in Fig. 4
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TABLE III. HYPER-PARAMETERS OF THE MODELS
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Models

Hyper-Parameters

YOLOVS

1r0=0.01, 1rf=0.01, momentum=0.937, weight_decay=0.0005,

epochs=100, batch_size=16

warmup_epochs=3.0, warmup_momentum=0.8,

YOLOR

Ir0’: 0.01, ’Irf”: 0.2, ’momentum’ 0.937, ’weight_decay’:

*warmup_momentum’: 0.8, *warmup_bias_Ir’: 0.1, batch_size=16

0.0005, epochs=100, ’warmup_epochs’: 3.0,

Faster R-CNN

1r0=0.01, 1rf=0.01, momentum=0.937, weight_decay=0.0005,

epochs=50, batch_size = 8

warmup_epochs=3.0, warmup_momentum=0.8,

Mask R-CNN

1r0=0.01, 1rf=0.01, momentum=0.937, weight_decay=0.0005,

epochs=50, batch_size = 8

warmup_epochs=3.0, warmup_momentum=0.8,

Meta- Classifier Voting Strategy
Unanimous/Consensus/Affirmative

Four Models
predictions

Training Data 80%

YOLO v5 YOLOR S Mask R-CNN [

[ Base- Classifiers

.
Lo

Fig. 3. Proposed voting ensemble object detection model.

Algorithm 1 Location Ranking and Selection

Input: LocationList; RankingCriteria; ModelsList;

Output:Ranked Locations

1: spark < SparkConnector()

2: spark.load(Location List)

3: spark.load(Ranking Criteria)

4: for each location in (Location List) do

5: Rank_score «— Amount of snaps in the location = 1 point

6: Rank_score «— Amount of emergency related content = 2 points
7: Rank_score «— Mean Average Precision(MAP) score = 3 points
8: Rank_score «— Throughput score = 4 points

9: Calculate the sum of Rank_score

10: if the sum of Rank score > 5 then

11: Put this location in cluster (A)

12: if the sum of Rank score > 3 AND < 5 then

13: Put this location in cluster (B)

14: if the sum of Rank score < 2 then

15: Put this location in cluster (C)

16: return Ranked Locations « Location List
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Fig. 4. Proposed location ranking and selection model.

VI. EVALUATION APPROACH

This section describes the specified case studies in depth,
including the reasons for their selection and experimental
environment construction, evaluation measures, performance
analysis for our suggested approach, and discussion of study
outcomes.

A. Case Study

During the scan for the hotspot zones in the Snapchat
map utilizing the constructed Node.js wrapper, we identified
more than five hotspots location between March 2022 and
May 2022 .However, according to the preliminary Snapchat
data collection ranking criterion, the most hotspot location
that contains the most amount of snaps at that moment were
India building fire and South Africa flooding. Therefore, after
identifying the exact location of these emergency events, We
collected the dataset of each incident using Snapchat API. The
total number of the collected images and videos are stated in
Table [[V1

1) India building fire: At least 27 individuals died, and
24 people were injured in a devastating fire in the Indian
capital of New Delhi on Friday (May 13), according to rescue
teams. The big fire burst in the mid-evening at a four-story
residential building in west Delhi, although the cause was

not intuitively known. Twenty-seven burnt remains were found
from the building, also several of the residents jumped from
the building during the fire and were hospitalized [41]). Fig. [3]
shows the location of building on fire in India. Fig. [6| shows
the detection results of building on fire in India.
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Fig. 5. Location of building on fire in India.

Haileymandi

2) South Africa flooding: Heavy rainfall caused catas-
trophic floods and landslides in southern and south-eastern
South Africa, notably in the provinces of KwaZulu-Natal and
the Eastern Cape, from April 11 to 13. According to national
authorities, 443 people have died in KwaZulu-Natal, while
over 40,000 remain missing. Also, over 40,000 people have
been evacuated, while 4,000 homes have been demolished or

www.ijacsa.thesai.org

27| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 16, No. 2, 2025

Algorithm 2 Training and Evaluation

Input: LocationList; Datasetslist; ModelsList;
Qutput:Trained models list

1: spark < Spark Connector()

2: spark.load(Location List)

3: spark.load(Models List)

4: spark.load(Datasets List)

5. for each Dataset in (Datasets List) do

6: Trained_models « Train YOLOv5

7: Trained_models « Train YOLOR

8: Trained_models « Train Faster R-CNN

9: Trained_models « Train Mask R-CNN

10: for each model in (Trained_models) do

11: Evaluation_score <« Calculate Recall

12 Evaluation_score «— Calculate Precision
13: Evaluation_score <« Calculate IOU

14: Evaluation_score <« Calculate AP

15: Evaluation_score «— Calculate mAP

16: Evaluation_score «— Calculate Throughput
17: return Trained models list « Trained_models

Building-on-fire 0.9

TR
18

Building-on-fire 0.9

"

TABLE IV. AMOUNT OF DATASET

Location All data Data related to
emergency events

India fire 780 images 546

South Africa flooding 759 images 524

LAQYSITIUL . "

Fig. 6. Detection results of building on fire in India.

severely damaged, mainly in Durban and its nearby regions.
Due to the severe flooding, a National State of Disaster has
been announced. Emergency crews have been dispatched to
the areas impacted to give immediate aid to people affected
by disasters . Fig. [7|shows the location of flooding in South
Africa. Fig. E%EIOWS the detection results of flooding in South
Africa.

B. Experimental Setup

We designed our models with different python packages.
The core libraries that we used were Pytorch, numpy, opencv,
matplotlib, Scikit-Learn, Keras, and native TensorFlow. The
hardware used for this training and testing of models was
Nvidia Tesla P100 (16 GB) offered by Google Colab Pro. High
Ram offered by Google Colab Pro was used to increase the
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Fig. 7. Location of flooding in South Africa model.

IO speed from google drive datasets.

To evaluate the performance of our approach, we first
Identified the hotspot locations from the Snapchat map using
the developed Node.js Google function wrapper in our previous
paper. Then we collected the dataset from the Snapchat map
API in the exact locations of the emergency events that were
identified earlier without any prior knowledge.

The total amount of dataset collected from both locations
are shown in Table IV. In our first case study (the location
of South Africa flooding) we were able to collect 780 images.
However after we manually analyzed the dataset, we found out
that there were some images that were unrelated to the case
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Fig. 8. Detection results of flooding in South Africa.

study and we got rid of them. The total amount of dataset in
that location dropped to 546 images. Also, we were able to
collect 759 images for the second case study (the location of
flooding in South Africa). However, there were some images
that unrelated to the case study which we got rid of them.
After deleting the noise images, the total number of images
became 524 images.

After cleaning our dataset, we used Roboflow online anno-
tation tool that manually labels our dataset, generates boundary
boxes, and classifies them. To guarantee that the dataset is
spread evenly while considering the correlation between labels
and data, the dataset is arbitrarily separated into three sets:
training, validation, and test. according to the ratio of %80,
%10, and %10. We created three folders to tore the dataset
accordingly: training; testing; and validation [43]. Training
data are included in the data and enable the deep learning
model in producing a prediction. Validation data indicate if the
model is competent of accurately detecting new instances or
not, and they usually comprise pictures that the model employs
to assess and monitor its learning. The images in the testing
folder can be used to predict model correctness. The final
dataset is saved in the XML dataset format to maintain the
same experimental configuration.

Then, we applied the pre-processing steps to the collected
images after getting rid of images that were unrelated to the
case studies and annotate the related images. After that, due to
the fact that object detection models require as much data as
possible, our dataset were very low and we should find ways to
enlarge them. Therefore, we applied some data augmentation
methods to increase the dataset and to ensure the effectiveness
of the training. Furthermore, due to the training dataset we
used in our research is relatively small even after employing
data augmentation methods,We employed transfer learning to
overcome this challenge by training our models on the MS-
COCO dataset and obtaining a pre-training model as MS-
COCO is the baseline standard for validating and testing object
detection methods. The pre-trained weights were loaded, and
the training began with them as a starting point.

The pre-training algorithm can retrieve the generic char-
acteristics of all objects from the standard datasets. We may
employ the matching architecture and weights by leveraging
the pre-training framework. Despite the limited dataset, the
model may modify the parameters to an optimal form based
on the pre-training model. IOU (Intersection over Union)

Vol. 16, No. 2, 2025

threshold is set to 0.65 in the experiment. After that, we
built the object detection models using the trained dataset.
Finally, we integrated the trained models into the Apache Spark
streaming and used the test dataset to evaluate the performance.

C. Performance Evaluation

During the training phase, the evaluation parameters play
an important role in achieving the targeted object detection
accuracy. Furthermore, gathering appropriate assessment pa-
rameters is a critical component in the differentiation and
development of the perfect model. After applying the object
detection models to our case studies, We need to test the sug-
gested model’s accuracy using several performance assessment
indicators such as [44]:

1) Precision (PR): 1t is utilized to subtract the number of
accurately predicted positive patterns from the total number of
expected positive patterns in a positive class [45]. Precision
can be calculated using the following equation.

o TP
Precision = ——— %)
TP+ FP

2) Recall (RE): 1Tt is used to determine the percentage
of correctly categorized positive patterns [43]. Recall can be
calculated using the following equation:

TP
Recall= ——— (6)
TP+ FN

True Positive (TP): It corresponds to the quantity of cases
correctly recognized by the classifier [46].

False Positive (FP) It represents the amount of negative
incidents that were incorrectly classified as positive cases [46].

False Negative (FN): It relates to the quantity of positive
incidents that were incorrectly labelled as negative cases. [46].

True Negative (TN): The number of negative cases success-
fully categorised by the model is denoted by the true negative

values [46].

3) F-Score (FS): Also recognized as the Fl-score, this
is a statistic used to assess data correctness. In addition,
it’s employed to investigate binary classification methods that
classify data as “positive” or “negative”. [45]]. The Fl-score
can be calculated using the following equation.

(precision x recall)
F1=2x — @)
precision + recall

4) Intersection over Union (IOU): 1oU is calculated by
dividing the overlapping region between detection and ground
truth by their union region [47]. Fig. [9] illustrates the concept
of IoU.

When IoU is 100%, projection boxes and ground truth
boundaries perfectly coincide, and the prediction is the highest.
Despite 100% IoU is practically impractical to acquire (be-
cause of the constraints of present Convolutional networks),

www.ijacsa.thesai.org

29| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

an IoU score of 50% to 90% is widely employed in numerous
computer vision tasks [48].

In this work, a detection is deemed successful if IoU >
65%.

IoU can be calculated using the following equation:

Areaof Overlap AnB
" AuUB

IoU(A, B) = ®)

Area of Union

Area of Overlap
I0oU =

Area of Union

Predicted Box

Fig. 9. Intersection over Union (IOU).

5) Average Precision (AP): The Average Precision (AP) is
intended to describe the Precision-Recall Curve by summing
accuracy over all recall scores ranging from 0 to 1. It’s the
region underneath the Precision-Recall curve [49]. (AP) can
be calculated using the following equation.

AP = (Rn—Rn—1)Py ©
n

6) Mean Average Precision (mAP): It is the average of
all specified categories of precision. A more excellent mAP
implies that an object detection technique performs well in
terms of precision and resilience . (mAP) can be calculated
using the following equation:

1
AP = — AP 10
mAP= -3 (10)

7) Throughput (TP): It refers to the quantity of outcomes
delivered in a particular amount of time.

D. Results

We conducted the experiments locally on the environment
set up described in the previous subsection to evaluate our
approach.

As shown in Table[V] which contains six evaluation metrics
named Precision(PR), Recall(RE), IOU, F-Score, mAP and
Throughput(TP) for the flood case study after applying data
augmentation.
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Fig. 11. Results of fire.

Table [V] illustrates that the results of the one stage models
Yolov5 and YoloR are the same for Precision, Recall and F-
Measure. However, they vary in terms of mAP score, YolovS
achieved a very high accuracy of %96 while YoloR achieved
%94.3 score. Moreover, the difference in the performance of
the two stage models Faster R-CNN and Mask R-CNN is very
minimal. However, Mask R-CNN outperform Faster R-CNN
in all metrics. Faster R-CNN yields %90 of mAP score while
Mask R-CNN yields %92.4.

Table V]| shows the performance of the models for the flood
case study before applying data augmentation. It can be noted
that all the model didn’t perform well before applying data
augmentation.

Table shows the models’ performance for the fire
case study after applying data augmentation. It can be noted
that Yolov5 outperforms all the models in all evaluation
metrics except for Recall where YoloR achieved %94 while
Yolov5 achieved %93. However, the difference between them
is negligible in regards to mAP score, Yolov5 yields %94
while YoloR yields %93.2. On the other hand, the difference
between the two stage model Faster R-CNN and Mask R-
CNN is noticeable. Mask R-CNN surpass Faster R-CNN in
all metrics. Also, Mask R-CNN yields %92.1 of mAP score
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TABLE V. RESULTS OF MODELS PERFORMANCE FOR FLOOD CASE STUDY WITH DATA AUGMENTATION

Model PR RE
Yolov3 091 093
YOLOR 091 093
Faster R-CNN 090  0.89
Mask R-CNN 093 091

10U F-Score mAP TP
0.65 0.92 0.96 4
0.65 0.92 0.943 3
0.65 0.89 0.90 1
0.65 0.92 0.924 2

TABLE VI. RESULTS OF MODELS PERFORMANCE FOR FLOOD CASE STUDY WITHOUT DATA AUGMENTATION

Model PR RE
Yolov5 0.75

YOLOR 0.61 0.81
Faster R-CNN 0.66
Mask R-CNN 0.70

10U F-Score mAP
0.65 0.76 0.82
0.65 0.70 0.80
0.65 0.67 0.70
0.65 0.71 0.79

TABLE VII. RESULTS OF MODELS PERFORMANCE FOR FIRE CASE STUDY WITH DATA AUGMENTATION

Model PR RE
Yolov5 092 093
YOLOR 088  0.94
Faster R-CNN  0.86  0.89
Mask R-CNN 092 092

10U F-Score mAP TP
0.65 0.92 0.94 4
0.65 0.90 0.932 3
0.65 0.87 0.88 1
0.65 0.92 0.921 2

TABLE VIII. RESULTS OF MODELS PERFORMANCE FOR FIRE CASE STUDY WITHOUT DATA AUGMENTATION

Recall

Model Precision
Yolov5 0.74
YOLOR 0.60
Faster R-CNN 0.67
Mask R-CNN 0.68

0.75
0.80
0.68
0.70

10U F-Score mAP
0.65 0.74 0.80
0.65 0.69 0.78
0.65 0.67 0.70
0.65 0.69 0.73

which is very minimal to YoloR.

Moreover, as it can be noted from Table it shows
the performance of the models for the fire case study before
applying data augmentation. It’s obvious that all the model
didn’t perform well before applying data augmentation.

Fig. [10] shows the performance evaluation of each model
for flood dataset model separately while Fig. [IT]illustrates the
performance evaluation of each model for flood dataset model
separately.

7000

5850
5850 5790 6000
4700

5650
5100

Fire Flood

5000

5000

4500

EYOLOVS ®YOLOR mFaster R-CNN Mask R-CNN

Fig. 12. Models performance using Spark.

Regrading the Throughput score, we applied and run a

ranking algorithm to get the scores. After we measured the
performance of the models using the test dataset on Spark, we
sort out the score results of the models from Spark in ascending
order in regards to processing time. Then, the first model (with
the least processing time) will get a score of four points which
is the highest and the second will get three and the third will
get two and the last one will get only one point.

Therefore, Fig. [[2]illustrates that Yolov5 model outperform
the rest of the models in terms of throughput in both case
studies and score four points because it needed less time to
process the dataset.

Fig. [I2] shows the performance of all the model using
Spark.

Table [IX] shows the results of our location ranking and
selection model.

It can be noted that the second case study of South Africa
flooding (Location 2) scored seven points in contrast to the
first case study building on fire in India (Location 1) which
scored only three points. Therefore, the second location was
selected as the most urgent location. All Snaps is denoted to
all the collected snaps and its score, Emergency is denoted to
all the snaps related to emergency cases.

Fig. [13] and [T4] depict the the evaluation results of Yolov5
for flood dataset and fire dataset, respectively. In addition, Fig.
[T3] represents the accuracy score of Mask R-CNN for both
datasets. While Fig. [T6] shows the accuracy result of YoloR
for flood and fire datasets.
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Location All Snaps/ Score Emergency/ Score mAP/ Score TP Score Sum
L1(Fire) 780/ 1 546/ 2 0.918/ 0 0 3
L2(Flood) 759/ 0 524/ 0 0.931/ 3 4 7
metrics/precision metrics/recall metrics/precision metrics/recall
0.9
0.8
0.8
0.8 0.8
0.7 0.7
0.7
0.6 0.6
0.6 0.5 0.6
0.4
0.5 . 0.5
0.3
0 50 100 0 50 100 0 25 50 0 25 50
metrics/mAP_0.5 metrics/mAP_0.5:0.95 0.5 metrics/mAP_0.5 metrics/mAP_0.5:0.95
0.9 '
0.6 0.8 0.4
0.8
0.5 0.7
0.7 0.3
0.4 0.6
0.6
05 0.3 0.3 0.2
' 00 0.4
0.4 0.3 0.1
0 50 100 0 50 100 0 25 50 0 25 50

Fig. 13. Yolov5 flood results.

VII. DISCUSSION

The high prevalence of cellphones and social networking
platforms such as Snapchat are obviously dissolving traditional
barriers between information providers and end-users. It is
certainly relevant in emergency events, as individuals on the
site produce and exchange real-time information about the
event.

However, notwithstanding their demonstrated significance,
obtaining event-related information from real-time streams of
vast numbers of snaps is a significant challenge.

To address this gap, this paper proposes an automated
mapping approach of emergency events and locations based
on object detection and social networks. Furthermore, em-
ploying object detection methods on social networks to detect
emergency events will construct reliable, flexible and speedy
approach by utilizing the Snapchat hotspot map as a reliable
source to discover the exact location of emergency events.

Moreover, the proposed approach aims to yields high
accuracy by employing the state of the arts object detectors
to achieve the objectives of this paper. Results show that the

Fig. 14. Yolov5 fire results.

MaskRCNN
tag: MAP@0.5

MaskRCNN
tag: MAP@0.5

Fig. 15. MaskRCNN.

proposed approach achieved a very high accuracy of 96% for
flood dataset and 94% for fire dataset.

Among the evaluated models, Yolov5 exhibited the highest
performance, proving to be a reliable option for emergency
event detection, aligning with previous research indicating that
Yolov5 achieves superior accuracy in real-time object detection
compared to traditional CNN-based models [50].

Mask R-CNN also demonstrated promising results, particu-
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metrics/mAP_0.5
tag: metrics/mAP_0.5
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tag: metrics/mAP_0.5

Fig. 16. YOLOR.

larly in terms of learning stability, supporting findings from He
et al. [51]], which highlight its effectiveness in detecting objects
with high precision. However, YoloR struggled with detecting
fragmented objects, and Faster R-CNN was the least effective
model in this study, consistent with prior work noting Faster R-
CNN’s computational inefficiency for real-time detection [52]

VIII. CONCLUSION

Based on experimentation and testing, the YoloR model
did not perform well without applying data augmentation
techniques on the fire and flood datasets because the dataset
was too small. Without data augmentation, the recall was as
high as 0.8, but the precision was merely 0.6.

The model kept predicting numerous small and large boxes,
and in doing so, it got many erroneous boxes alongside the
ground truth; as a result, it gave many incorrect outputs. Its
precision was very low, but since a few of those boxes were
the actual boxes, the recall was 0.8. The recall refers to all
the actual boxes being detected (irrespective of how many
erroneous ones you get in addition). We applied brightness data
augmentation where the image was made brighter by 20% or
darker by 20% which makes it more stable in different lighting
conditions.

By applying data augmentation, the precision increased
to 0.88 while recall increased to 0.94, with a total mAP of
0.932 on the fire dataset. A similar augmentation technique
was applied to the flood dataset. We noticed that YoloR works
better for continuous objects; when we have objects that break
or distance between each instance, it does not work very
well. Because instead of detecting the whole object, it detects
numerous smaller objects. Technically it is correct, but in terms
of the mAP score, this could consider a downside.

Moreover, Mask R-CNN performed very well, it was a
stable model, and the predictions were similar to other models
in terms of accuracy. Mask R-CNN’s fascinating side is that
its learning curve is better than the other models. If we had
more data, Mask R-CNN would do better than other models.

Yolov5 yielded the highest accuracy for both datasets
compared to the rest of the models. Even before applying the
data augmentation techniques, both datasets’ accuracy scores
were acceptable for Yolov5. Yolov5 is available in various
variants: Yolov5x, YolovSm, Yolov5l, and Yolov5x, each with
deeper layers than the others. We used Yolov5l for both flood
and fire datasets in this work.

Vol. 16, No. 2, 2025

Faster R-CNN was the least model in terms of performance
compared to other models. Before applying data augmenta-
tion techniques, its performance was almost the same, and
the difference was negligible. However, after applying data
augmentation techniques, the performance of Faster R-CNN
for the flood dataset was better than that of the fire dataset; it
yielded 0.90 and 0.88, respectively.

Future work expected that the performance would im-
prove if more datasets and additional object detection models
were applied to the approach. Furthermore, our system shows
promising results when combining the Snapchat hotspot map
and computer vision approach to detect the location of emer-
gency events.
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