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Abstract—Accurate air temperature prediction is critical, 

particularly for micro air temperatures. The temperature of micro 

air changes quickly. Micro and macro air temperatures vary, 

particularly in degraded wetlands. By predicting air temperature, 

climate change in a degraded wetland environment can be 

predicted earlier. Furthermore, micro and macro air 

temperatures are drought index parameters. Knowing the 

drought index can help you avoid disasters like fires and floods. 

However, the right indicators for predicting micro or macro 

temperatures have yet to be found. LSTM excels at tasks requiring 

complex long-term memory, whereas GRU excels at tasks 

requiring rapid processing. We proposed a deep learning strategy 

based on the GRU-LSTM Hybrid model. Both of these deep 

learning models are excellent for predicting time series. The 

performance of this hybrid model is affected by changes in model 

indicators. The preprocessing stage, the number of input 

parameters, and the presence or absence of a Dropout Layer in the 

model architecture are among the most influential indicators of 

model performance. The best macro temperature prediction 

performance was obtained using 12 monthly average data to 

predict the next month’s temperature, yielding an RMSE of 

0.056807, MAE of 0.046592, and R2 of 0.989371. This model also 

performed well in predicting daily micro temperature, with an 

RMSE of 0.227086, MAE of 0.190801, and R2 of 0.981802. 

Keywords—Predictions; temperature; Gated Recurrent Unit 

(GRU); Long Short-Term Memory (LSTM); performance; 

indicators 

I. INTRODUCTION 

The wetland ecosystem and biological processes are 
influenced by air temperature. Temperature knowledge can 
provide insight into environmental changes and aid in 
effectively managing and conserving wetlands [1], [2]. 
Prediction of air temperature is critical in identifying and 
anticipating potential wetlands disasters. Temperature extremes 
can cause changes in rain patterns, affecting water discharge and 
potential flooding. Higher temperatures can cause more 
evaporation and more intense rain in a shorter time, potentially 
causing flooding in wetlands [3]-[5]. Extreme or unusual 
temperatures can harm wetland ecosystems. Overheating, for 
example, can cause a drop in water levels and dry out wetlands, 
which can disrupt habitats and threaten the survival of species 

that live there. In wetlands, hot, dry weather can increase the risk 
of fire. If extreme temperatures continue, dry vegetation and the 
risk of wildfires will increase, endangering ecosystems and the 
surrounding environment [6]-[8]. Because of the numerous 
effects of temperature changes, it is necessary to forecast 
temperature to mitigate natural disasters that may occur in the 
wetland environment. 

Various temperature prediction methods have been 
explored, including ARIMA (Autoregressive Integrated Moving 
Average), SARIMA (Seasonal ARIMA), LSTM (Long Short-
Term Memory), and GRU (Gated Recurrent Unit) models [9–
13]. Many studies have employed time series data for 
predictions, often using Recurrent Neural Network (RNN) 
architectures. Improved RNN variants, such as GRU and LSTM, 
have been widely adopted due to their superior performance 
over traditional RNN models. Long input sequences in RNNs 
often lead to exploding and vanishing gradients, an issue LSTM 
effectively mitigates through its gating mechanism, which 
regulates information flow and retains long-term dependencies 
in sequential data [10], [14]. LSTM can extract historical 
patterns more efficiently, outperforming conventional time 
series forecasting methods. GRU, a simplified LSTM variant, 
has fewer parameters, making it computationally more efficient 
while maintaining comparable accuracy [15], [16]. The hybrid 
GRU-LSTM model was chosen because it leverages the 
strengths of both architectures: LSTM's ability to capture long-
term dependencies and GRU's computational efficiency. The 
proposed approach balances predictive accuracy and processing 
time by combining these models, making it well-suited for real-
time temperature forecasting in wetland ecosystems. This 
architecture was optimized by tuning hyperparameters such as 
learning rate, batch size, and the number of hidden units to 
minimize prediction errors. The GRU-LSTM model has 
demonstrated higher accuracy than individual GRU and LSTM 
models and lower RMSE values than other prediction methods 
[17], [18]. 

To address the limitations of conventional models and 
improve prediction accuracy, this study proposes a novel 
workflow for air temperature prediction in wetland ecosystems 
by integrating the GRU-LSTM model. The proposed workflow 
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includes data collection, preprocessing, feature selection, model 
implementation, and performance evaluation using Root Mean 
Square Error (RMSE), Mean Absolute Error (MAE), and R-
squared (R²) metrics. By combining the strengths of GRU and 
LSTM, this approach enhances the model's ability to capture 
complex temperature patterns while maintaining computational 
efficiency. This model is designed for practical implementation 
in environmental monitoring systems, enabling real-time 
temperature predictions that can assist policymakers and 
conservationists in making informed decisions. Additionally, 
the model’s architecture is flexible and can be adapted to 
different geographical regions by retraining it with local 
temperature datasets. The GRU-LSTM model also demonstrates 
scalability, as it can be deployed on cloud-based platforms or 
edge computing devices, allowing for efficient processing of 
large-scale temperature data from multiple sensor networks. 
This model offers a viable solution for long-term wetland 
monitoring and disaster risk mitigation by balancing predictive 
accuracy and computational efficiency. Consequently, this study 
contributes to developing more accurate and efficient 
temperature prediction methods, supporting disaster risk 
mitigation and wetland conservation efforts. 

II. MATERIAL 

This study processed and analyzed data using a Lenovo 
Ideapad 330 15-ARR Laptop. The laptop has an AMD Ryzen 7 
2700U processor, 8GB of RAM, a 1TB hard drive, and the 
Windows 10 operating system, providing sufficient data 
processing power. Table I presents the data sources used in this 
study. 

TABLE I. SOURCE OF THE DATA 

No. 
Type of the 

Data 
Source of the Data 

1. Data of Micro 

Air Temperature 

Air temperature data from temperature sensors 

in the Liang Anggang Protected Forest Block 1 

2. Data of Macro  

Air Temperature 

Daily Average Air Temperature Data from the 

Meteorology, Climatology and Geophysics 

Agency (BMKG) Online Data Syamsudin Noor 

Meteorological Station 

TABLE II. DATASET 

Date Tavg 

01-01-1996 
25.60 

01-02-1996 
25.50 

01-03-1996 
26.50 

01-04-1996 
25.70 

…. 
… 

12-31-2021 
27.20 

This study used air temperature data from Liang Anggang 
Protected Forest Block 1, which included 42 records with 3-hour 
intervals and 42 daily average temperature values. The data was 

collected using IoT sensors and manual measurements to ensure 
comprehensive and reliable temperature monitoring. 
Additionally, macro-scale air temperature data was incorporated 
to provide a broader perspective on temperature variations. This 
dataset included daily average air temperature from the 
Meteorology, Climatology, and Geophysics Agency (BMKG) 
Online Data of the Syamsudin Noor Meteorological Station, 
covering 26 years (January 1, 1996 – December 31, 2021). 
Weekly and monthly average temperatures were also used to 
identify long-term trends and seasonal patterns. Table II presents 
an example of the collected air temperature data. 

III. PROPOSED METHOD 

The research flow is a series of steps required to conduct 
research systematically. Fig. 1 shows the research flow of this 
research. 

 
Fig. 1. Flow chart of research process. 

The focus of this research shifted from data collection to 
testing to obtain model performance results that were used in the 
results analysis process, as shown in Fig. 2. 

 
Fig. 2. Research focus. 

A. Implementation of GRU-LSTM Hybrid Model 

The GRU-LSTM hybrid model implementation process 
stages are shown in Fig. 3. 
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Fig. 3. Workflow model. 

B. Data Preprocessing 

The imported data was used as a data series during the data 
preprocessing stage, first by testing various input parameters and 
then using the Exponential (Weighted) Moving Average to fill 
in NaN values or empty values before being transformed using 
the Fast Fourier Transform. 

1) Exponential (Weighted) Moving Average (EWMA): 

EWMA is a statistical method for smoothing datasets by 

decreasing data weight over time, and it is sensitive to process 

shifts [19]. The standard EWMA calculation is as follows: 

S𝑡 =  λ𝑒𝑡 + (1 − 𝜆)S𝑡−1   (1) 

Where S𝑡 is the EWMA result, t is the time stamp, 𝑒𝑡 is the 
average output, and λ  is a constant ranging from 0 to 1 that 
controls the impact of historical data. 

2) Fast Fourier Transform (FFT): Time series data is 

changed using FFT. FFT enhances the Discrete Fourier 

Transform (DFT) algorithm by leveraging periodicity and 

symmetry, significantly reducing the number of operations. 

FFT has the advantages of simplicity and speed. As a result, 

FFT is used to represent errors in the frequency domain to 

facilitate error identification [20], [21]. FFT can be calculated 

with [22]: 

𝑋𝑡(k) = ∑ 𝑥𝑡𝑖𝑒
−𝑗2𝜋

𝑁̅
𝑘(𝑡−1)𝑁

𝑡=1   (2) 

Where  𝑋𝑖 = [ 𝑥1𝑖  𝑥2𝑖  ⋯ 𝑥𝑁𝑖]
𝑇 , i  = 1, 2, ⋯ , y, and [∙]𝑇 

represents transpose from vector [∙], 𝑘 = 0, 1, 2, ⋯ , 𝑁 − 1. 

C. Data Sharing 

For benchmarking, the datasets must be divided into training 
and test data. The model is trained using training data and 
evaluated using test data. This study conducted tests to assess 
various types of data-sharing ratios. 

D. Model Establishing 

The GRU-LSTM hybrid model was built with the GRU and 
LSTM layers from library keras. 

1) Gated Recurrent Unit (GRU): GRU is a promising 

algorithm within the Recurrent Neural Network (RNN) [18]. 

GRU and LSTM cells operate similarly, but GRU cells use a 

hidden state that combines the forget gate and the input gate to 

form an update gate. GRU also combines hidden and cell states 

into a single state [22]. As a result, GRU is known as a 

simplified variant of LSTM [15]. The GRU equation is as 

follows [23]: 

𝑧𝑡  =  σ(𝑊𝑧 ∙  𝑥𝑡 + 𝑈𝑧  ∙  ℎ(𝑡−1) +  𝑏𝑧) (3) 

𝑟𝑡  =  σ(𝑊𝑟 ∙  𝑥𝑡 + 𝑈𝑟  ∙  ℎ(𝑡−1) + 𝑏𝑟) (4) 

ℎ̃𝑡  =  tanh (𝑊ℎ ∙  𝑥𝑡 + (𝑟𝑡 ∘ 𝑈ℎ  ∙  ℎ(𝑡−1)) +  𝑏ℎ)  (5) 

ℎ𝑡  =  𝑧𝑡  ∘ ℎ(𝑡−1) + (1 − 𝑧𝑡) ∘  ℎ̃𝑡 (6) 

Where 𝑧𝑡  = update gate, σ  = activation of the sigmoid 
function, 𝑊𝑧  = weight of update gate, 𝑈𝑧  = weight of hidden 
state, 𝑥𝑡  = input value (input vector x in timestep t), ℎ(𝑡−1) = 

value of prior hidden state cell, 𝑏𝑧 = bias of  update gate, 𝑟𝑡 = 
reset gate, 𝑊𝑟  = weight of reset gate, 𝑈𝑟  = weight of hidden 

state, 𝑏𝑟  = bias of reset gate, ℎ̃𝑡  = Output candidate from cell 
state vector, 𝑊ℎ  = weight of cell state vector, 𝑈ℎ  = weight of 
hidden state, 𝑏ℎ = bias of cell state vector, and ℎ𝑡  = cell state 
vector. 

2) Long-Short Term Memory (LSTM): LSTM is a type of 

Recurrent Neural Network (RNN) that, when compared to 

conventional RNNs, allows the network to maintain long-term 

dependence between data at a specific time from many 

timesteps because LSTM uses special hidden blocks that 

remember input data for a long time [24], [25]. A typical LSTM 

unit consists of a memory cell, forget gate, input gate, and 

output gate, with the forget gate’s purpose being to forget 

information in the cell state selectively, the input gate deciding 

what new information is stored in the cell state, and the output 

gate deciding what value to remove. The cell remembers the 

value over arbitrary time intervals, and three gates control the 

data flow into and out of the cell [26]. The LSTM application 

procedure is as follows [26]: 

𝑓𝑡 =  𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓)  (7) 

𝑖𝑡 =  𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑖)  (8) 

C̃𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)  (9) 

𝑐𝑡 = (𝑓𝑡 ∗  𝑐𝑡−1 + 𝑖𝑡 ∗ C̃𝑡)           (10) 
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𝑜𝑡 =  𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑜)  (11) 

ℎ𝑡 =  𝑜𝑡 ∗ tanh ( 𝑐𝑡)       (12) 

Where f𝑡 = forget gate, 𝜎 = sigmoid activation function, 𝑊𝑓 
= weight of forget gate, ℎ𝑡−1 = value of prior hidden state cell, 
𝑥𝑡 = input value (input vector x in timestep t), 𝑏𝑓 = bias of forget 
gate, 𝑖𝑡 = input gate, 𝑊𝑖 = weight of input gate, 𝑏𝑖 = bias of input 
gate, C̃𝑡 = candidate gate, Tanh = tanh activation function, 𝑊𝑐 
= weight of candidate gate, 𝑏𝑐 = bias of candidate gate, 𝑐𝑡 = cell 
gate, 𝑖𝑡 = input gate, C̃𝑡 = candidate gate, 𝑓𝑡= forget gate, 𝑐𝑡−1 
= value of prior cell state, 𝑜𝑡 = output gate, 𝑊𝑜 = weight of 
output gate, 𝑏𝑜 = bias of output gate, ℎ𝑡 = hidden state, 𝑐𝑡 = cell 
gate.  The LSTM architecture is shown in Fig. 4 [15]: 

 
Fig. 4. LSTM architecture. 

E. Model Testing 

Model testing was carried out using test data to put the 
previously built GRU-LSTM hybrid model to the test. 

F. Calculation of RMSE, MAE and R-Squared 

The model test results was used to calculate performance 
using: 

1) Root Mean Squared Error (RMSE): The root of the error 

value between the predicted and actual values is calculated to 

test the accuracy of prediction results [23]. The equation for 

calculating the RMSE value is as follow [27]: 

RMSE =  √∑
(ỹ𝑖− 𝑦𝑖)2

𝑛

𝑛
𝑖=1        (13) 

2) Mean Absolute Error (MAE): MAE measures the 

absolute difference between predicted and actual data, 

regardless of whether the difference is positive or negative [28]. 

The equation for calculating the MAE value is as follow [29]: 

 

MAE =  
1

𝑛
∑ |ỹ𝑖 −  𝑦𝑖|

𝑛
𝑖=1         (14) 

3) R-Squared (R2): R2 or called by coefficient of 

determination is a statistical measure used to investigate the 

relationship between actual and predicted data results. R2 can 

range between −∞ up to 1; the closer the R2 value is to 1, the 

better the model fits the dataset [18], [27]. The equation for 

calculating the value of R2 is as follows [28]: 

Y̅  =  
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖=1    (15) 

𝑅2  =  1 −  
∑ (ỹ𝑖− 𝑦𝑖)2𝑛

𝑖=1

∑ (Y̅− 𝑦𝑖)2𝑛
𝑖=1

   (16) 

Where n  = total of the data, i  = (1, 2, 3, 4, 5, …, l), l is the 

entire data set, Y̅  = the mean value of the actual data, 𝑦i  = actual 
value, dan ỹi = predicted value. 

G. Testing Research Indicators Using Macro Data 

In this test scheme, tests was performed to determine the 
performance of the Hybrid GRU-LSTM model by varying the 
number of input parameters, data sharing ratios, epochs, batch 
sizes, neuron sizes, and the arrangement of the model’s 
architectural layers using daily, weekly, and monthly macro air 
temperature data. 

H. Testing the Macro GRU-LSTM Hybrid Model Using Micro 

Data 

In this test scheme, the best model for each use of the data 
obtained in the previous test scheme was used to predict air 
temperature on a microscale interval of 3 hours and daily. 

I. Comparing the GRU-LSTM Hybrid Model Using GRU and 

LSTM 

In this test scheme, the model performance results of the 
GRU-LSTM Hybrid Model, the GRU model, and the LSTM 
Model were compared. 

J. Analysis Results 

The Root Mean Squared Error (RMSE), Mean Absolute 
Error (MAE), and R-squared (R2) were used to calculate the 
results of model testing. The lower the RMSE and MAE values 
obtained, the better the performance of the tested model, and the 
closer to one the R2 value, the better the resulting model. All 
models’ training times were compared to determine which 
model had the fastest performance. 

IV. RESULTS 

The GRU-LSTM Hybrid model was created on the Google 
Collab platform using the Python language and various Python 
libraries, such as time, numpy, pandas, sklearn, TensorFlow, and 
Keras. Fig. 5 shows the architecture of the GRU-LSTM Hybrid 
model [17]. 

The GRU model was created using 2 Layer GRU and 2 
Layer Dense neurons with a size of 240. ReLU activation was 
used in the first GRU layer, ELU activation in the second GRU 
layer, and ReLU activation in the two Dense layers. The LSTM 
model was created using two layers of LSTM and two layers of 
Dense with 240 neuron sizes. The first LSTM layer was 
activated with ReLU, the second GRU layer with ELU, and the 
two Dense layers with ReLU. Using the add() function from 
keras.layers, the GRU and LSTM models were combined into a 
parallel GRU-LSTM model. The model now includes 3 Layer 
Dense with ELU activation and 240 neuron size, as well as 1 
Layer Dense with Linear activation and 240 neuron size. Finally, 
as the model’s output, a Dense Layer with one neuron size was 
added. The Adam Optimizer was used to build the model, with 
a learning rate of 0.00015, an L2 Regularizer of 10-4, 20 epochs, 
and a batch size of 64. This GRU-LSTM hybrid model was used 
to train each test scheme. 
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Fig. 5. Architecture of GRU-LSTM hybrid model. 

A. Testing Data Preprocessing Techniques 

This test was carried out by comparing the use of Min-Max 
Scaling with the Fast Fourier Transform to 7 NaN Handling 
techniques. Table III shows the results of testing each data 
preprocessing scheme using Min-Max Scaling: 

TABLE III. COMPARISON OF NAN TECHNIQUES USING MIN-MAX 

SCALING 

Missing 

Value 

Techniques 

RMSE MAE R2 
Duration 

(s) 

Mean 0.6844244536 0.4679480707 -0.1507817381 11.535 

Median 0.6739228724 0.4521220334 -0.1240336428 12.755 

Last 

Observation 

Carried 

Forward 

0.7017514004 0.5292969394 -0.0704251303 11.038 

Exponential 

(Weighted) 

Moving 

Average 

0.6816600892 0.4810926004 -0.2355169779 11.272 

Interpolation 

Linear 
0.7437746843 0.5975289210 0.0155255931 12.202 

Interpolation 

Spline 
0.7421904651 0.5940747193 0.0197149326 10.993 

Interpolation 

Time 
0.7461391790 0.5987105870 0.0092562629 12.290 

Based on this test, it is clear that the various preprocessing 
stages impact the model’s performance. Four of the seven 
techniques tested with Min-Max Scaling had a negative R2 
value, indicating that the model did not adequately fit the data. 
This study obtained the best preprocessing stages using the 
Exponential (Weighted) Moving Average for NaN handling and 
the Fast Fourier Transform for data transformation, as shown in 
Table IV. 

TABLE IV. COMPARISON OF NAN HANDLING TECHNIQUES USING THE 

FAST-FOURIER TRANSFORM 

Missing 

Value 

Techniques 

RMSE MAE R2 
Duration 

(s) 

Mean 0.1290396570 0.1057177850 0.9590938765 11.822 

Missing 

Value 

Techniques 

RMSE MAE R2 
Duration 

(s) 

Median 0.1270965006 0.1043401824 0.9600215361 11.272 

Last 

Observation 

Carried 

Forward 

0.1391963981 0.1151423968 0.9578841359 12.311 

Exponential 

(Weighted) 

Moving 

Average 

0.1161321395 0.0949022568 0.9641393763 12.104 

Interpolation 

Linear 
0.1638662900 0.1452299168 0.9522139770 11.063 

Interpolation 

Spline 
0.1664941613 0.1479380850 0.9506690292 14.679 

Interpolation 

Time 
0.1645815491 0.1457774991 0.9517959046 11.428 

B. Testing the Total of Data 

Table V shows the test results obtained from testing the 
amount of data using daily macro air temperature data. 

TABLE V. RESULTS OF DAILY MACRO DATA TESTING BASED ON TOTAL 

DATA 

Total 

of the 

Data 

RMSE MAE R2 
Duration 

(s) 

50 0.1851642148 0.1498968825 0.9340657953 9.079 

100 0.1523455190 0.1254774662 0.9623533541 10.857 

200 0.1265524442 0.1079908816 0.9674943384 11.948 

300 0.1174715265 0.0959396310 0.9633074235 13.293 

500 0.1700496630 0.1323210940 0.9593256173 18.942 

1000 0.1802263938 0.1456180500 0.9560157537 22.164 

2000 0.1680635190 0.1345518316 0.9591325611 29.965 

4000 0.1667981339 0.1313218270 0.9629232147 50.314 

8000 0.1735634802 0.1304684863 0.9647927358 86.563 

When testing the amount of data with daily average macro 
air temperature data, 300 data points produced the lowest RMSE 
and MAE values, 200 data points produced the highest R2 
values, and 50 data points produced the shortest model training 
duration. The test scheme applied 300 data points to obtain the 
best model performance on this research indicator. The test 
results obtained from testing the amount of data using weekly 
macro air temperature data are shown in Table VI. 

TABLE VI. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

TOTAL DATA 

Total of 

the Data 
RMSE MAE R2 

Duration 

(s) 

50 0.0623367201 0.0511048617 0.9455028859 10.697 

100 0.1371391608 0.1088339692 0.8295841737 13.122 
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Total of 

the Data 
RMSE MAE R2 

Duration 

(s) 

200 0.1554007142 0.1264640826 0.9198697611 10.850 

300 0.1634344265 0.1335772436 0.9185153251 13.031 

500 0.1330690852 0.1018681449 0.9483418575 14.694 

1000 0.1250917579 0.0985749315 0.9648619295 26.889 

When testing the amount of data with weekly average macro 
air temperature data, the lowest RMSE and MAE values were 
obtained using 50 data, the highest R2 values were obtained 
using 1000 data, and the fastest model training duration was 
obtained using 50 data. The test scheme applied 50 data points 
to get the best model performance on this research indicator. 
Table VII shows the results obtained in testing the amount of 
data using monthly macro air temperature data. 

TABLE VII. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

TOTAL DATA 

Total of 

the Data 
RMSE MAE R2 

Duration 

(s) 

50 0.1712211232 0.1550369370 0.7706810377 10.477 

100 0.1649493670 0.1474490374 0.8194394220 9.683 

200 0.1452670353 0.1231163900 0.9068988647 11.418 

300 0.1420492412 0.1233844163 0.9335440337 13.327 

Testing with monthly average macro air temperature data 
showed that 300 data points yielded the lowest RMSE and 
highest R², 200 data points had the lowest MAE, and 50 data 
points resulted in the shortest training time. The test scheme 
applied 300 data points to achieve the best model performance, 
as shown in Fig. 6. 

 
Fig. 6. Analysis of model performance results based on total data (a) RMSE 

Value, (b) MAE Value, (c) R2 Value, (d) Model training duration. 

Increasing the data amount did not continually improve 
performance; data variations influenced results. For instance, 
with daily macro temperature data, 300 data points had a lower 
error rate than 200 or 500, whereas with weekly data, 300 data 
points had the highest error rate. 

C. Parameter Input Testing 

Table VIII shows the test results obtained in the input 
parameter test using daily macro air temperature data. 

TABLE VIII. RESULTS OF DAILY MACRO DATA TESTING BASED ON 

PARAMETER INPUT 

Parameter 

Input 
RMSE MAE R2 

Duration 

(s) 

1 day 0.4947327263 0.3840819742 0.3491899320 7.326 

2 days 0.2478204263 0.1922136994 0.8366996247 9.103 

3 days 0.1838271449 0.1453921775 0.9101470651 6.824 

4 days 0.1541403522 0.1312984414 0.9368249379 6.975 

5 days 0.1393977268 0.1110161938 0.9483316768 7.318 

6 days 0.1163984780 0.0952625401 0.9639747016 6.925 

7 days 0.1002650901 0.0804510812 0.9732691678 9.645 

8 days 0.0902920465 0.0726037929 0.9783223612 7.895 

9 days 0.0782327439 0.0637689138 0.9837261575 6.967 

10 days 0.0744849001 0.0633215273 0.9852480489 7.635 

11 days 0.0731881517 0.0594071249 0.9857572273 7.047 

12 days 0.0765548540 0.0585217093 0.9844167352 7.538 

The lowest RMSE value was in the use of 11 daily average 
data to predict the next day’s average, the lowest MAE value 
was in the use of 12 daily average data to predict the next day’s 
average, the highest R2 value was in the use of 11 daily average 
data to predict the next day’s average, and the fastest model 
training duration was in the use of 3 daily average data to predict 
the next day’s average. To achieve the best model performance 
on this research indicator, the test scheme applied 11 Input 
Parameters that use 11 daily average data to predict the next 
day’s average. The test results obtained in the input parameter 
test using weekly macro air temperature data is shown in Table 
IX. 

TABLE IX. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

PARAMETER INPUT 

Parameter 

Input 
RMSE MAE R2 

Time 

(s) 

1 week 0.3119153610 0.2365223692 0.7032010388 6.849 

2 weeks 0.1542141168 0.1180309918 0.9274500509 7.787 

3 weeks 0.1909112509 0.1624875251 0.8888135417 7.846 

4 weeks 0.1851261596 0.1540472429 0.8954499045 7.708 

5 weeks 0.1701543518 0.1398497052 0.9116767640 9.665 

6 weeks 0.1594423340 0.1269611427 0.9224474403 8.832 

7 weeks 0.1582014176 0.1261986688 0.9236499033 7.102 

8 weeks 0.1462549959 0.1217502412 0.9347455294 9.227 

9 weeks 0.1272247907 0.1041676132 0.9506221313 11.002 

10 weeks 0.1145790877 0.0905048298 0.9599502721 8.880 

11 weeks 0.1155339656 0.0965910716 0.9592799586 9.063 

12 weeks 0.0976961789 0.0799839595 0.9708831757 10.617 

When the input parameters were tested using weekly average 
macro air temperature data, the lowest RMSE and MAE values 
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were obtained using 12 weekly average data to predict the 
following week’s average, the highest R2 value was obtained 
using 12 weekly average data to predict the following week’s 
average, and the shortest model training duration was obtained 
by using one weekly average data to predict the following 
week’s average. To achieve the best model performance on this 
research indicator, the test scheme applied 12 Input Parameters 
that used 12 weekly average data to predict the following week’s 
average. The test results obtained in the input parameter test 
using monthly macro air temperature data are shown in Table X. 

TABLE X. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

INPUT DATA 

Parameter 

Input  
RMSE MAE R2 

Duration 

(s) 

1 month 0.2520620441 0.2141007492 0.7907473106 7.227 

2 months 0.1328624270 0.1141378974 0.9418619443 7.976 

3 months 0.1890981064 0.1546116300 0.8822311320 10.817 

4 months 0.1929430235 0.1650484307 0.8773932727 9.214 

5 months 0.1738967881 0.1457596050 0.9004046042 9.102 

6 months 0.1413953839 0.1238171764 0.9341544236 8.743 

7 months 0.1078759913 0.0922371984 0.9616729194 11.342 

8 months 0.0801424696 0.0654195946 0.9788465317 13.374 

9 months 0.0738925268 0.0626033554 0.9820172057 16.962 

10 months 0.0588448555 0.0470539990 0.9885955816 13.186 

11 months 0.0712976266 0.0640248735 0.9832580405 12.678 

12 months 0.0568075286 0.0465924708 0.9893715990 14.567 

When the input parameters were tested using monthly 
average macro air temperature data, the lowest RMSE and MAE 
values were obtained using 12 monthly average data to predict 
the next month’s average, the highest R2 value was obtained 
using 12 monthly average data to predict the next month’s 
average, and the shortest model training duration was obtained 
using one monthly average data to predict the next month’s 
average. To achieve the best model performance on this research 
indicator, the test scheme applied 12 Input Parameters that used 
12 monthly average data to predict the next month’s average. 
The analysis of the effect of the number of input parameters on 
the performance of the Hybrid GRU-LSTM model is shown in 
Fig. 7. 

 
Fig. 7. Analysis of model performance results based on input parameters (a) 

RMSE Value, (b) MAE Value, (c) R2 Value, (d) Model training duration. 

Increasing the number of input parameters affected the 
model’s performance. Each data use almost always resulted in a 
non-significant decrease in error rate from 3 input parameters to 
12 input parameters. Increasing the number of input parameters 
from one to two significantly improved model performance, so 
using a GRU-LSTM hybrid model with one input parameter was 
not recommended. 

D. Testing of Data Sharing Ratio 

Table XI shows the test results obtained when testing the 
data sharing ratio using daily macro air temperature data. 

TABLE XI. RESULTS OF DAILY MACRO DATA TESTING BASED ON DATA 

SHARING RATIO 

Data 

Sharing 

Ratio 

RMSE MAE R2 
Duration 

(s) 

50 : 50 0.1746709404 0.1380718406 0.9607895299 10.457 

60 : 40 0.1704924270 0.1366307721 0.9618051593 13.888 

70 : 30 0.1854317031 0.1515861214 0.9537578721 13.381 

80 : 20 0.1651222128 0.1313805477 0.9569454454 11.056 

90 : 10 0.1164872255 0.0956705397 0.9639197460 12.978 
 

Testing the data-sharing ratio using daily average macro air 
temperature data revealed that a 90:10 ratio provided the best 
model performance, with the lowest RMSE and MAE values 
and the highest R² value. In contrast, a 50:50 ratio significantly 
reduced the training time but at the cost of lower model 
accuracy. These findings indicate that a more extensive training 
dataset (90%) enhances model learning, leading to better 
predictive performance. The test scheme applied a 90:10 data-
sharing ratio to optimize performance based on these results. 
Further analysis of the impact of data-sharing ratios using 
weekly average macro air temperature data is presented in Table 
XII. 

TABLE XII. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

DATA SHARING RATIO 

Data 

Sharing 

Ratio 

RMSE MAE R2 
Duration 

(s) 

50 : 50 0.1310978587 0.1054439719 0.9654619062 11.361 

60 : 40 0.1430146436 0.1128988945 0.9627798949 11.728 

70 : 30 0.1393393249 0.1107925050 0.9557609879 12.986 

80 : 20 0.1304721654 0.1024591358 0.9551738898 12.774 

90 : 10 0.1573456424 0.1253423013 0.9244736860 15.262 

When testing the data sharing ratio with weekly average 
macro air temperature data, the 80:20 ratio had the lowest RMSE 
and MAE values, the 50:50 ratio had the highest R2 value, and 
the 50:50 ratio had the shortest model training duration. Table 
XIII shows the results obtained when testing the data-sharing 
ratio using monthly macro air temperature data. 
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TABLE XIII. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

DATA SHARING RATIO 

Data Sharing 

Ratio  
RMSE MAE R2 

Duration 

(s) 

50 : 50 0.1763222753 0.1431057810 0.8977571251 11.401 

60 : 40 0.1730447912 0.1381097616 0.8966686071 11.724 

70 : 30 0.1717020795 0.1433728574 0.9059654873 15.100 

80 : 20 0.1353351706 0.1142427518 0.9230716267 13.004 

90 : 10 0.1533416137 0.1331341740 0.9225580644 10.967 

When testing the data sharing ratio with monthly average 
macro air temperature data, the 80:20 ratio produced the lowest 
RMSE and MAE values, the 80:20 ratio produced the highest 
R2, and the 90:10 ratio produced the shortest model training 
duration. To achieve the best model performance on this 
research indicator, the test scheme applied an 80:20 Data 
Sharing Ratio. Fig. 8 shows the analysis of the effect of the data-
sharing ratio on the performance of the Hybrid GRU-LSTM 
model. 

 
Fig. 8. Analysis of model performance results based on data sharing ratio (a) 

RMSE Value, (b) MAE Value, (c) R2 Value, (d) Model training duration. 

Changes in the data share ratio affected model performance, 
but data also affected it. Based on this test, the best data-sharing 
ratio for each data set was not found. 

E. Epoch Testing 

The epoch test results obtained using daily macro air 
temperature data are shown in Table XIV. 

TABLE XIV. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

EPOCH 

Epochs RMSE MAE R2 
Duration 

(s) 

10 0.1412090605 0.1098501957 0.9469801969 10.081 

20 0.1178582018 0.0964495148 0.9630654677 12.043 

30 0.1159206586 0.0952576068 0.9642698645 17.625 

40 0.1158310883 0.0951873015 0.9643250595 18.672 

50 0.1162878559 0.0955324685 0.9640431441 18.745 

60 0.1159376773 0.0948069858 0.9642593724 21.236 

70 0.1173887879 0.0965781303 0.9633590926 22.936 

Epochs RMSE MAE R2 
Duration 

(s) 

80 0.1162496231 0.0956332868 0.9640667838 27.657 

90 0.1163170192 0.0956855566 0.9640251069 27.304 

100 0.1161146882 0.0951103535 0.9641501532 30.338 

On this research indicator, the test scheme with 40 Epoch 
yielded the best model performance. The epoch test results 
obtained using weekly macro air temperature data is shown in 
Table XV: 

TABLE XV. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

EPOCH 

Epochs RMSE MAE R2 
Duration 

(s) 

10 0.1625175407 0.1327365961 0.9194270372 11.416 

20 0.1600507480 0.1281993821 0.9218544474 12.325 

30 0.1612495635 0.1296542749 0.9206794082 17.127 

40 0.1615903931 0.1300313808 0.9203437375 15.127 

50 0.1609623787 0.1293785623 0.9209616959 28.846 

60 0.1603825770 0.1283413292 0.9215300773 27.610 

70 0.1610848606 0.1292554419 0.9208413641 28.765 

80 0.1584860572 0.1260031276 0.9233749144 28.937 

90 0.1589206752 0.1266394984 0.9229540786 24.613 

100 0.1607210281 0.1285202697 0.9211985418 50.008 

The test scheme with 80 Epoch yielded the best model 
performance on this research indicator. The epoch test results 
obtained using monthly macro air temperature data is shown in 
Table XVI. 

TABLE XVI. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

EPOCH 

Epochs RMSE MAE R2 
Duration 

(s) 

10 0.1768219120 0.1485940880 0.8970258287 14.240 

20 0.1443285145 0.1265315739 0.9313942646 11.598 

30 0.1401524357 0.1229330155 0.9353069778 17.838 

40 0.1396633099 0.1222866899 0.9357577414 17.241 

50 0.1388041207 0.1213296601 0.9365457289 28.092 

60 0.1409545112 0.1233228180 0.9345643983 20.015 

70 0.1397881914 0.1223504527 0.9356428042 28.075 

80 0.1404582682 0.1230280480 0.9350243311 28.311 

90 0.1391538159 0.1214379346 0.9362256001 27.242 

100 0.1401636231 0.1227904198 0.9352966494 47.246 

The test scheme with 50 epochs yielded the best model 
performance on this research indicator. Fig. 9 analyzes the effect 
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of the number of epochs on the performance of the Hybrid GRU-
LSTM model. 

 
Fig. 9. Analysis of model performance results based on the number of 

Epoch (a) RMSE Value, (b) MAE Value, (c) R2 Value, (d) Model training 

duration. 

The number of epochs did not significantly affect the 
model’s performance; only when the number of epochs was 
increased from 10 to 20, the error rate decreased by 0.02 - 0.04, 
and the MAE value decreased by 0.03 - 0.02. Other tests tended 
to have the same error rate, with the RMSE value being 0.12 for 
daily macro data, 0.16 for weekly macro data, and 0.14 for 
monthly macro data. 

F. Batch Size Testing 

Table XVII presents the results of the batch size test using 
daily macro air temperature data, comparing model performance 
across different batch sizes. The table shows how batch size 
affects error values (RMSE, MAE, and R2) and training stability. 
Smaller batch sizes may improve generalization but require 
more iterations, while larger batch sizes can speed up training 
but may lead to overfitting. This analysis helps determine the 
optimal batch size for the Hybrid GRU-LSTM model. 

TABLE XVII. RESULTS OF DAILY DATA TESTING BASED ON BATCH SIZE 

Batch Size RMSE MAE R2 
Duration 

(s) 

32 0.1165713735 0.0960287397 0.9638675999 16.838 

64 0.1161702623 0.0956351955 0.9641158285 12.916 

128 0.1182457040 0.0959229463 0.9628221966 10.385 

The test scheme with 64 Batch Sizes yielded the best model 
performance on this research indicator. The results of the batch 
size test using weekly macro air temperature data is shown in 
Table XVIII: 

TABLE XVIII. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

BATCH SIZE 

Batch Size RMSE MAE R2 
Duration 

(s) 

32 0.1599404943 0.1278730529 0.9219620741 15.048 

64 0.1579052215 0.1257131268 0.9239355319 12.542 

128 0.1635250788 0.1345633975 0.9184249057 11.566 

The test scheme with 64 Batch Sizes yielded the best model 
performance on this research indicator. The results of the batch 
size test using monthly macro air temperature data are shown in 
Table XIX: 

TABLE XIX. RESULTS OF MONTHLY DATA TESTING BASED ON BATCH SIZE 

Batch Size RMSE MAE R2 
Duration 

(s) 

32 0.1405752504 0.1233503645 0.9349160546 12.019 

64 0.1423798040 0.1245906945 0.9332343744 13.026 

128 0.1836717030 0.1569849137 0.8888931982 11.357 

The test scheme with 32 batch sizes yielded the best model 
performance for this research indicator. Fig. 10 shows the 
analysis of the effect of batch size on the performance of the 
Hybrid GRU-LSTM model. 

 
Fig. 10. Analysis of model performance results based on total batch size (a) 

RMSE Value, (b) MAE Value, (c) R2 Value, (d) Model training duration. 

Increasing the number of batch sizes did not affect the 
model’s performance. Except for using 128 batch sizes, the 
model performance was consistent across tests, with the RMSE 
value at 0.12 for daily macro data, 0.16 for weekly macro data, 
and 0.14 for monthly macro data. 

G. Neuron Size Testing 

The neuron size test results obtained using daily macro air 
temperature data are shown in Table XX. 

TABLE XX. RESULTS OF DAILY MACRO DATA TESTING BASED ON 

NEURON SIZE 

Neuron 

Size 
RMSE MAE R2 

Duration 

(s) 

10 0.1474003564 0.1178712074 0.9422289780 8.242 

20 0.1516744342 0.1224722308 0.9388301028 11.471 

30 0.1472699419 0.1163316259 0.9423311602 9.093 

60 0.1228602713 0.0997256246 0.9598638304 10.605 

120 0.1157847143 0.0940748270 0.9643536193 10.974 

240 0.1165024016 0.0957993578 0.9639103442 12.659 

Based on this research indicator, the test scheme with a 
neuron size of 120 produced the best model performance. The 
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results of the neuron size test using weekly macro air 
temperature data are presented in Table XXI. 

TABLE XXI. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

NEURON SIZE 

Neuron Size RMSE MAE R2 
Duration 

(s) 

10 0.1682801592 0.1389587059 0.9136117495 9.663 

20 0.1677301907 0.1378873890 0.9141754902 10.070 

30 0.1620301639 0.1322839767 0.9199095760 8.496 

60 0.1605895360 0.1284312306 0.9213274301 9.727 

120 0.1627621243 0.1322071073 0.9191843353 10.361 

240 0.1603681788 0.1286783949 0.9215441658 11.524 

The test scheme with 240 Neuron Size produced the best 
model performance on this research indicator. The neuron size 
test results obtained using monthly macro air temperature data 
are shown in Table XXII. 

TABLE XXII. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

NEURON SIZE 

Neuron 

Size 
RMSE MAE R2 

Duration 

(s) 

10 0.1822280375 0.1554668319 0.8906329402 9.285 

20 0.1878851786 0.1603905481 0.8837370911 10.220 

30 0.1896031054 0.1620292374 0.8816012730 10.887 

60 0.1441418736 0.1270096016 0.9315715872 9.028 

120 0.1481143123 0.1263619519 0.9277479467 11.299 

240 0.1413978662 0.1237826017 0.9341521117 12.373 

The test scheme with 240 neuron sizes produced the best 
model performance for this research indicator. Fig. 11 examines 
the effect of neuron size on the performance of the Hybrid GRU-
LSTM model. Increasing the number of neuron sizes affected 
the model's performance. Increasing the number of neuron sizes 
from 30 to 60 significantly improved model performance, and 
the error rate decreased by around 0.03 - 0.05 in tests using daily 
macro data and monthly macro data. 

 
Fig. 11. Analysis of model performance based on number of neuron sizes (a) 

RMSE value, (b) MAE value, (c) R2 value, (d) Training duration. 

H. Layer Testing 

Layer testing was conducted by modifying the model’s layer 
arrangement. The scheme used to test the layer is shown in Table 
XXIII. 

TABLE XXIII. LAYER TESTING SCHEME 

Scheme Description 

Scheme 

1 

In the GRU-LSTM parallel model, each has 1 GRU/LSTM Layer 

and 1 Dense Layer 

Scheme 

2 

In the GRU-LSTM parallel model, each has 2 GRU/LSTM Layer 

and 1 Dense Layer 

Scheme 

3 

In the GRU-LSTM parallel model, each has 3 GRU/LSTM Layer 

and 1 Dense Layer 

Scheme 

4 

In the parallel GRU-LSTM model, each has 1 GRU/LSTM Layer 

and 2 Dense Layers 

Scheme 

5 

In the parallel GRU-LSTM model, each has 2 GRU/LSTM Layer 

and 2 Dense Layers 

Scheme 

6 

In the parallel GRU-LSTM model, each has 3 GRU/LSTM Layer 

and 2 Dense Layers 

Scheme 

7 

In the parallel GRU-LSTM model, each has 1 GRU/LSTM Layer 

and 3 Dense Layers 

Scheme 

8 

In the parallel GRU-LSTM model, each has 2 GRU/LSTM Layer 

and 3 Dense Layers 

Scheme 

9 

In the parallel GRU-LSTM model, each has 3 GRU/LSTM Layer 

and 3 Dense Layers 

Scheme 

10 

In the parallel GRU-LSTM model, each has 2 GRU/LSTM Layers, 1 

Dropout Layer, and 2 Dense Layers  

Scheme 

11 

In the parallel GRU-LSTM model, each has 1 Layer GRU/LSTM, 1 

Layer Dropout, 1 Layer GRU/LSTM, 1 Layer Dropout, and 2 Layers 

Dense  

Scheme 

12 

Using 1 Layer Dense after implementing the GRU-LSTM parallel 

model 

Scheme 

13 

Using 2 Layer Dense after implementing the GRU-LSTM parallel 

model 

Scheme 

14 

Using 3 Layer Dense after implementing the GRU-LSTM parallel 

model 

Scheme 

15 

Using 4 Layer Dense after implementing the GRU-LSTM parallel 

model 

The layer test results obtained using daily macro air 
temperature data are shown in Table XXIV: 

TABLE XXIV. RESULTS OF DAILY MACRO DATA TESTING BASED ON 

LAYER 

Layers RMSE MAE R2 Duration (s) 

Scheme 1 0.1207798570 0.0960987393 0.9612115875 9.724 

Scheme 2 0.1170422441 0.0950615363 0.9635751088 13.741 

Scheme 3 0.1164223853 0.0956228881 0.9639599015 16.659 

Scheme 4 0.1193676096 0.0970861849 0.9621133700 11.356 

Scheme 5 0.1171691442 0.0944435854 0.9634960804 12.952 

Scheme 6 0.1166691458 0.0958401778 0.9638069636 21.968 

Scheme 7 0.1168505315 0.0937090292 0.9636943374 12.021 

Scheme 8 0.1156994266 0.0948360588 0.9644061147 13.936 
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Layers RMSE MAE R2 Duration (s) 

Scheme 9 0.1160412787 0.0953250178 0.9641954685 23.327 

Scheme 10 0.1205027634 0.0988276975 0.9613893604 14.647 

Scheme 11 0.1491179453 0.1198267348 0.9408747752 13.310 

Scheme 12 0.1152844223 0.0943347440 0.9646610014 13.840 

Scheme 13 0.1160242160 0.0946575514 0.9642059972 12.546 

Scheme 14 0.1163461744 0.0952354286 0.9640070702 13.246 

Scheme 15 0.1166766606 0.0955005634 0.9638023009 15.742 

After implementing the GRU-LSTM parallel model, test 
scheme 12 achieved the best model performance on this research 
indicator. The layer test results obtained using weekly macro air 
temperature data are shown in Table XXV: 

TABLE XXV. RESULTS OF WEEKLY MACRO DATA TESTING BASED ON 

LAYER 

Layers RMSE MAE R2 Duration (s) 

Scheme 1 0.1585801594 0.1294481339 0.9232838940 8.031 

Scheme 2 0.1592887200 0.1307524235 0.9225968037 12.092 

Scheme 3 0.1570656604 0.1245989907 0.9247422310 20.229 

Scheme 4 0.1617638061 0.1308678964 0.9201726773 9.351 

Scheme 5 0.1632904734 0.1330755769 0.9186588054 11.745 

Scheme 6 0.1612453088 0.1299866103 0.9206835940 17.198 

Scheme 7 0.1621873110 0.1322764476 0.9197541471 9.056 

Scheme 8 0.1642158546 0.1350723155 0.9177342578 15.201 

Scheme 9 0.1632028674 0.1321671039 0.9187460617 21.451 

Scheme 10 0.1612673131 0.1325025413 0.9206619447 13.687 

Scheme 11 0.1683629685 0.1372377593 0.9135267067 19.908 

Scheme 12 0.1573133076 0.1271241494 0.9245047244 12.781 

Scheme 13 0.1586990147 0.1287871174 0.9231688540 13.876 

Scheme 14 0.1563978327 0.1247707114 0.9253808476 11.979 

Scheme 15 0.1619698941 0.1309035883 0.9199691468 11.850 
 

The best model performance on this research indicator was 
obtained using Test Scheme 14 after implementing the parallel 
GRU-LSTM model. The layer test results obtained using 
monthly macro air temperature data are shown in Table XXVI. 

TABLE XXVI. RESULTS OF MONTHLY MACRO DATA TESTING BASED ON 

LAYER 

Layers RMSE MAE R2 
Duration 

(s) 

Scheme 1 0.1624325311 0.1378718658 0.9131035240 7.353 

Scheme 2 0.1377480782 0.1186656237 0.9375075951 11.547 

Scheme 3 0.1401070555 0.1226267907 0.9353488651 19.437 

Scheme 4 0.1708900003 0.1450752292 0.9038189659 8.928 

Scheme 5 0.1455686171 0.1262893909 0.9302102483 12.174 

Layers RMSE MAE R2 
Duration 

(s) 

Scheme 6 0.1410352850 0.1234592980 0.9344893812 16.611 

Scheme 7 0.1519643950 0.1326691130 0.9239428879 11.777 

Scheme 8 0.1394894457 0.1219289526 0.9359175898 13.114 

Scheme 9 0.1407462996 0.1233650677 0.9347575725 18.069 

Scheme 10 0.1684723507 0.1447563020 0.9065211390 14.408 

Scheme 11 0.1872637291 0.1604907882 0.8845049222 12.991 

Scheme 12 0.1590729268 0.1363708035 0.9166609234 11.487 

Scheme 13 0.1464591550 0.1272421046 0.9293537377 14.149 

Scheme 14 0.1395472120 0.1213907857 0.9358645023 13.124 

Scheme 15 0.1439520390 0.1267799049 0.9317517087 14.256 

Test Scheme 2 achieved the best model performance on this 
research indicator using a parallel GRU-LSTM model with 2 
Layers of GRU/LSTM and one dense layer. Fig. 12 shows the 
analysis of the effect of layers on the performance of the Hybrid 
GRU-LSTM model. 

 
Fig. 12. Analysis of model performance results based on layer testing scheme 

(a) RMSE Value, (b) MAE Value, (c) R2 Value, (d) Model Training Duration. 

Layer changes had no discernible effect on model 
performance. Increasing or decreasing the number of layers did 
not affect the model error rate; the model error rate only 
increased significantly when the Dropout Layer was added in 
Schemes 10 and 11. As a result, using the GRU-LSTM hybrid 
model with a dropout layer in testing with 300 data points was 
not recommended. 

I. Testing the GRU-LSTM Hybrid Model for Macro Data for 

Micro Data 

This test applied a model trained on macro air temperature 
data to test micro air temperature data. The model used is as 
follows: 

1) Model 1: This GRU-LSTM hybrid model was built with 

Daily Macro Data, incorporating 11 daily averages to predict 

the average of the following days. 

2) Model 2: The GRU-LSTM LSTM hybrid model was 

built using Weekly Macro Data and 50 weekly average data 

points. 

3) Model 3: This GRU-LSTM hybrid model was built 

using monthly macro data by combining 12 monthly averages 
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to predict the next month’s average. 

Table XXVII shows the test results obtained in the GRU-
LSTM Hybrid Model t2st, which was built using macro data to 
predict micro data every 3 hours: 

TABLE XXVII. RESULTS OF MACRO DATA MODEL USING MICRO DATA PER 

3 HOURS 

GRU-LSTM 

Hybrid Models  
RMSE MAE R2 

Model 1 1.0422397749 0.9398446809 0.9536844965 

Model 2 1.8543152148 1.5887022426 0.8533918118 

Model 3 0.8673054280 0.7361485392 0.9679273214 

A test that used Model 3 to predict micro air temperature 
every 3 hours had the best model performance in this test. The 
temperature changes during the day were significant, reaching 3 
- 14 °C, so micro air temperature data with 3-hour intervals had 
several outlier data. These significant temperature changes 
affected the model’s performance. As a result, using models 
trained on daily, weekly, and monthly macro data still resulted 
in a relatively high error rate. The test results obtained in the 
GRU-LSTM Hybrid Model test, which was built using macro 
data to predict daily microdata, are shown in Table XXVIII: 

TABLE XXVIII. TESTING RESULTS OF THE MACRO DATA MODEL USING 

DAILY MICRO DATA 

GRU-LSTM 

Hybrid Models  
RMSE MAE R2 

Model 1 0.2307456696 0.1950775580 0.9812115284 

Model 2 0.3606277068 0.2694757832 0.9541074158 

Model 3 0.2270860682 0.1908012237 0.9818027687 

The best model performance in this test was in a test that 
used Model 3 to predict micro air temperature every 3 hours. 
The graph of model performance results is shown in Fig. 13. 

 
Fig. 13. Analysis of macro data model performance results for prediction of 

microtemperature per 3 hours (a) RMSE value, (b) MAE value, (c) R2 value. 

The model's performance was tested in predicting daily 
micro air temperature using a model trained using daily, weekly, 
and monthly macro data. This model showed a lower error rate 
than testing using data with 3-hour intervals. 

J. GRU, LSTM and Hybrid GRU-LSTM Model Testing 

This evaluation compares the performance of the GRU, 
LSTM, and Hybrid GRU-LSTM models in handling sequential 
data. Fig. 14 presents the results for each test scheme, 
highlighting their accuracy and efficiency. This provides 
insights into the strengths and suitability of each model for 
forecasting tasks. 

 
Fig. 14. Analysis of performance model results of GRU Model, LSTM 

Model, and GRU-LSTM Hybrid Model (a) RMSE Value, (b) MAE Value, (c) 
R2 Value, (d) Model Training Duration. 

Table XXIX compares the Gated Recurrent Unit (GRU), 
Long Short-Term Memory (LSTM), and Hybrid GRU-LSTM 
models. This table highlights their predictive accuracy, 
efficiency, and overall performance in handling sequential data. 

In every use of the data tested, the GRU-LSTM Hybrid 
Model outperformed the GRU-only and LSTM-only Models. 
Fig. 15 shows a performance comparison analysis of the GRU, 
LSTM, and Hybrid GRU-LSTM Modes. The prediction results 
of the GRU-only model, the LSTM-only model, and the GRU-
LSTM Hybrid model on daily, weekly, and monthly macro data 
did not differ significantly. The model performance results 
showed significant results. If larger quantities were predicted, 
this has not been investigated further. 

TABLE XXIX. COMPARISON RESULTS OF GRU, LSTM, AND GRU-LSTM 

HYBRID MODELS 

Data 

Using 

Model 

Using 
RMSE MAE R2 

Duration  

(s) 

Daily 

Macro 

Data 

GRU 

model 
0.1184584205 0.0964402422 0.9626883153 5.650 

LSTM 

models 
0.1176304218 0.0959534831 0.9632080936 8.774 

GRU-

LSTM 

Hybrid 

models 

0.1166597038 0.0955331357 0.9638128215 13.437 

Weekly 

Macro 

Data 

GRU 

model 
0.1594879534 0.1285021928 0.9224030555 5.875 

LSTM 

models 
0.1607783534 0.1289006750 0.9211423186 8.146 

GRU-

LSTM 

Hybrid 

models 

0.1575065981 0.1247597571 0.9243190886 10.293 
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Data 

Using 

Model 

Using 
RMSE MAE R2 

Duration  

(s) 

Monthly 

Macro 

Data 

GRU 

model 
0.1485245039 0.1300583339 0.9273471991 9.837 

LSTM 

models 
0.1415222437 0.1239307644 0.9340362175 5.858 

GRU-

LSTM 

Hybrid 

models 

0.1392682847 0.1217903526 0.9361206344 13.975 

 
Fig. 15. Analysis of performance model results of GRU Model, LSTM 

Model, and GRU-LSTM Hybrid Model (a) RMSE Value, (b) MAE Value, (c) 

R2 Value, (d) Model training duration. 

V. DISCUSSION 

The choice of data preprocessing techniques significantly 
influenced the performance of the GRU-LSTM hybrid model. 
Using Min-Max Scaling with various NaN handling methods 
resulted in suboptimal performance, with four out of seven 
techniques showing negative R² values, indicating a poor model 
fit. However, applying the Fast Fourier Transform (FFT) 
improved model accuracy across all NaN handling techniques. 
The Exponential (Weighted) Moving Average technique 
produced the best results with the lowest RMSE and MAE 
values and the highest R² value. These results indicate that FFT 
effectively transforms data so that the model can better 
recognize patterns. 

Increasing the amount of training data did not continuously 
improve model performance. In daily macro temperature data, 
300 data points produced the lowest RMSE and MAE values, 
while 200 data points yielded the highest R² value. However, the 
error rate also increased when the data size increased to 500 or 
more. A similar pattern was found in the weekly and monthly 
data tests, where the optimal amount of data varied. These 
results suggest that excessive data can lead to information 
overload or noise accumulation, which disrupts model accuracy. 
This finding is significant for real-world applications where 
computational resources are limited. This study provides a 
practical guideline for selecting training data without 
unnecessary computational costs by identifying the optimal data 
size for different timescales. 

The number of input parameters played a crucial role in 
improving prediction accuracy. For daily macro temperature 
predictions, the model achieved the best performance using 11 
days of historical data, while for weekly and monthly data, 12 

weeks and 12 months of historical data provided the most 
optimal results. Increasing input parameters beyond a certain 
threshold did not significantly enhance model performance. This 
indicates that only a certain amount of historical data provides 
relevant information for the model to predict future air 
temperatures. In practical applications, this insight helps 
optimize data storage and processing requirements by 
preventing excessive use of historical data that does not 
contribute to better predictions. 

The ratio of training to testing data affected the model’s 
effectiveness. A 90:10 split produced the best daily macro 
temperature data accuracy, while an 80:20 split yielded optimal 
results in weekly and monthly datasets. This difference suggests 
that the optimal ratio depends on the scale of the data used. An 
extreme split, such as 50:50, speeds up training time but reduces 
the model's ability to generalize new data. Conversely, a 90:10 
ratio risks overfitting because the training data dominates too 
much. These findings are helpful for practitioners who need to 
balance training time and model generalization, particularly in 
operational forecasting systems where real-time updates are 
essential. 

The number of epochs used in training did not significantly 
affect model accuracy. The most notable improvement occurred 
between 10 and 20 epochs, where RMSE and MAE values 
decreased significantly. However, after exceeding 20 epochs, 
performance gains became insignificant, indicating a saturation 
point in model training. The best results were obtained with 40 
epochs for daily data, 80 epochs for weekly data, and 50 epochs 
for monthly data. These differences suggest that the model 
requires a varying number of epochs depending on the scale of 
the data used. Training time can be optimized for practical 
deployment by selecting the appropriate number of epochs, 
reducing computational overhead without sacrificing prediction 
accuracy. 

Batch size had minimal impact on model accuracy. A batch 
size of 64 yielded the best daily and weekly data performance, 
while a batch size of 32 was more optimal for monthly data. 
However, increasing the batch size to 128 slightly decreased 
model performance. These results indicate that while batch size 
optimization can affect training stability, changes in batch size 
do not significantly impact prediction accuracy. This suggests 
practitioners can choose moderate batch sizes to balance 
memory usage and model performance. This makes the model 
scalable for different computing environments, from high-
performance servers to edge devices. 

Increasing the number of neurons positively affected model 
accuracy, mainly when the number of neurons increased from 
30 to 60, where RMSE values significantly decreased. The best 
results were obtained with 120 neurons for daily data and 240 
neurons for weekly and monthly data. This suggests that more 
neurons allow the model to capture more complex patterns, but 
an excessive number of neurons risks overfitting. In practical 
applications, understanding the optimal number of neurons 
helps in designing efficient models that maximize accuracy 
without unnecessary computational complexity, making the 
model more scalable for large-scale implementation. 

Changes in the number of GRU/LSTM and Dense layers did 
not significantly impact prediction accuracy. The best 
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configuration for daily data was obtained using one Dense Layer 
after GRU-LSTM, weekly data using three Dense Layers after 
GRU-LSTM, and monthly data using two GRU/LSTM Layers 
and one Dense Layer. Adding Dropout Layers worsened model 
performance, indicating that dropout is unsuitable for this air 
temperature prediction scenario. These insights provide 
practical recommendations for model architecture design, 
allowing practitioners to avoid unnecessary layers that do not 
contribute to accuracy improvements, thereby reducing training 
time and computational costs. 

Applying a model trained on macro temperature data to 
predict micro temperature data every three hours resulted in a 
high error rate. The large temperature fluctuations within this 
timeframe made it difficult for the model to recognize 
temperature change patterns. Among the three models tested, the 
model trained with monthly data performed the best. This 
indicates that longer-term macro data provides more stable 
patterns for micro-temperature predictions. However, the still 
relatively high error rate suggests that further adjustments are 
needed for the model to predict micro temperatures accurately. 
This finding is particularly relevant for real-world applications 
where localized micro-temperature forecasts are required, such 
as in precision agriculture or climate-sensitive industries. Future 
work should explore additional feature engineering techniques 
or hybrid models incorporating real-time weather variables. 

The GRU-LSTM hybrid model consistently performed 
better than the standalone GRU or LSTM models in all test 
scenarios. Although the differences in RMSE, MAE, and R² 
values between the three models were insignificant, the hybrid 
model still showed slightly higher accuracy. However, this 
advantage came at the cost of longer training times. These 
results indicate that using only the GRU or LSTM model is 
sufficient for applications requiring fast predictions. In contrast, 
the GRU-LSTM hybrid model is recommended for more precise 
forecasting needs. From a scalability perspective, this suggests 
that the choice of model should depend on computational 
resources and accuracy requirements. The standalone GRU or 
LSTM model is more suitable for real-time applications with 
limited processing power. In contrast, the GRU-LSTM hybrid 
model is ideal for high-accuracy forecasting in research and 
large-scale monitoring systems. 

VI. CONCLUSION 

The objective of this study was to see how the number of 
input parameters, number of data sharing ratios, number of 
epochs, number of batch sizes, number of neuron sizes, and layer 
arrangement of the model architecture affected the performance 
results of the GRU-LSTM hybrid model. The best model 
performance was obtained from all tests using Macro Air 
Temperature Data when testing with monthly Macro Air 
Temperature Data and a 12 Input Parameter scheme. The 
obtained RMSE is 0.056807, the MAE is 0.046592, and the R2 
is 0.989371. Because the error rate derived from the RMSE and 
MAE values is relatively low for prediction, the GRU-LSTM 
Hybrid Model is appropriate for predicting macro air 
temperature. The data preprocessing stages, the number of input 
parameters used, and the presence or absence of a Dropout Layer 
in the model architecture are the indicators that have the most 
significant influence on model performance. Furthermore, this 

study investigates whether a model trained on macro data can be 
used to predict microdata. The GRU-LSTM Hybrid Model, 
which was built using monthly macro data and 12 Parameter 
Inputs, produced the best results in predicting Micro Air 
Temperatures every 3 Hours and Daily Micro Air Temperatures. 
In microdata tests at daily intervals, the best RMSE, MAE, and 
R2 values were 0.227086, 0.190801, and 0.981802, respectively. 
Because the error rate obtained in testing using daily microdata 
is relatively low, it can be concluded that micro air temperature 
predictions can be performed using the GRU-LSTM Hybrid 
Model, which was trained using monthly macro temperature 
data. Because of their high accuracy, the results of the 12 input 
parameters can be used to build a time series air temperature 
prediction system. The number of inputs indicates the impact on 
the model’s performance results. The Hybrid GRU-LSTM 
model with 12 inputs can be used to design a temperature 
prediction application in a wetland environment. 
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