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Abstract—Medical records are essential for disease detection 

to help establish a diagnosis. Many issues with imbalanced 

classification are discovered in many cases of early disease 

detection and diagnosis using machine learning methods, resulting 

in decreased accuracy values due to imbalanced data distribution 

caused by the number of positive patients with less disease than 

normal individuals.  To improve the accuracy of the results, a 

classification architectural model is proposed through a modified 

oversampling method (SMOTE) using Minkowski distance and 

adding entropy as a weight value estimation to figure out the 

number of samples to be made. The feature selection procedure 

will adopt the hybrid Particle Swarm Optimisation Grey-Wolf 

Optimisation approach (PSO GWO). Dataset selection evaluated 

high, medium, and low data dimensions based on the number of 

features and the total number of dataset samples. The six 

classification algorithms were compared using datasets involving 

diabetes, heart, and breast cancer. The final classification results 

indicated an average accuracy of 74% for diabetes, 83% for heart, 

and 96% for breast cancer. The proposed approach successfully 

solves imbalances in medical record data, outperforming Naïve 

Bayes, Logistic Regression, Support Vector Machine (SVM), and 

Random Forest classification approaches. 

Keywords—Medical record; imbalanced data; classification; 
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I. INTRODUCTION 

Developing professional and quality health services requires 
a knowledge base to provide health services for patients based 
on evidence of the latest medical actions obtained from medical 
records of every action performed on patients [1]. Medical 
records are considered a key factor for improving the quality and 
safety of health services [2]. The use of medical records as 
documentation of patient care is increasingly being used to 
understand the clinical manifestations of various diseases, as 
well as the relationship between multiple diseases [3] [4]. 
Different knowledge bases have been engineered to extract 
useful information from medical records to assist the learning 
process for health professionals in making diagnoses [5] [6]. 

Medical record data stores many critical patient attributes 
from several medical action records and patient health records 
that describe a health condition [7] [8]. In many cases of early 
disease detection and diagnosis using machine learning 
methods, the problem of unbalanced classification is a case that 
is often encountered where the distribution of negative patients 
is greater than that of positive patients with the disease, causing 
an imbalance [9]. Several previous studies have shown that 

imbalanced data causes a decrease in accuracy values due to 
unequal class distribution, causing minority classes to be 
grouped into the majority class [10]. 

Several improvement methods are proposed to balance the 
amount of data in different classes through integration methods 
or improving learning methods by adding samples to the 
minority class (oversampling) or by removing samples from the 
majority class (undersampling) [11]. Unbalanced algorithms 
have three learning approach methods: data level, algorithm 
level, and hybrid methods [12]. The data level method improves 
classification performance by changing the distribution of data 
sets based on classes to balance the data. In contrast, the 
algorithm level method modifies the classification algorithm to 
adapt to unbalanced data structures, while the hybrid method 
combines the data level method and the algorithm level method 
in an integrated manner. Simultaneously, it is necessary to 
achieve the best performance [5] [13]. 

Oversampling techniques have been proven effective in 
resolving data imbalance problems. The Synthetic Minority 
Oversampling Technique (SMOTE) is the most popular 
technique for overcoming data imbalance [14]. The SMOTE 
method interpolates several data points from the minority class 
by considering neighbouring point data to produce new samples, 
but the interpolation process is ineffective for high-dimensional 
data [15] [16]. SMOTE uses Euclidean distance to calculate the 
neighbour distance for each minority class instance. They often 
increase overlap because the distance between each other is 
almost uniform and converges to the same value for all the cases, 
thereby reducing the accuracy value during the classification 
process [17]. Several previous studies have made improvements 
to the SMOTE method, including adding weights [18], learning 
rate [19], or combining two algorithms to improve performance 
and accuracy [20]. This research proposes modifications to 
SMOTE by using Minkowski distance and adding entropy as a 
weight value calculation to calculate the number of samples to 
be made. Minkowski distance is a measurement metric in 
normed vector spaces built on the distance spectrum and is 
considered a generalization of Euclidean and Manhattan 
distance. Minkowski distance can also describe the geometric 
structure of majority and minority class data [21]. The plan 
being developed for ensemble models will integrate the 
balanced data and then select the best features to be utilized by 
the classification method to achieve the highest level of 
accuracy. All stages will be carried out in a structured manner 
following the proposed design, and the research contribution 
will be determined so that the direction is clear and measurable. 
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The following are the contributions to this research: 

1) This research presents improvements to the SMOTE 

method to overcome data imbalance by adding entropy as a 

weight to generate the number of data instances and changing 

the distance learning method to overcome overfitting. 

2) The feature selection process in this research presents a 

hybrid architecture that combines Particle Swarm Optimization 

(PSO) with Grey Wolf Optimization (GWO). Combining two 

algorithms for feature selection can reduce the number of 

attributes to increase accuracy and computing time. 

3) This research compares several classification methods, 

such as Decision Tree, K-NN, Logistic Regression, Naïve 

Bayes, Random Forest, and SVM, to see the best performance 

of the six methods used in disease classification research 

experiments. 

4) Ensemble learning techniques improve medical record 

data classification results in this research. This research aims to 

optimize the accuracy of classification results by using the 

advantages of various model comparisons to overcome the 

complexity of data imbalance and reduce data dimensions. That 

offers a perspective for improving the accuracy of pattern 

recognition results in medical record data. 

II. LITERATURE REVIEW 

A. Imbalance Data 

Class imbalance is a condition where the number of 
instances of the majority class is greater than the number of 
cases of the minority class. The difference in the number of 
samples in each class in the classification is known as an 
unbalanced data set [22]. Extension ensemble for unbalanced 
learning considers changes in the pattern probability function 
during the training phase, where training on unbalanced data 
tends to overtrain the majority class, while training for the 
minority class becomes difficult to predict due to undertraining 
[23][24]. Data imbalance can be divided into two types, namely 
relative imbalance and absolute imbalance, while based on the 
cause of the problem, the imbalance can be divided into two: 
intrinsic and extrinsic. Intrinsic indicates an inherent property of 
the data. For example, the probability of equipment failing is 
much lower than standard running equipment, or the number of 
people with cancer is less than that of healthy people. Extrinsic 
means other or external factors that cause data imbalance. For 
example, sporadic interruptions occur when balanced data is 
transmitted to the database [25]. 

B. Feature Selection 

Dimensionality reduction is done by selecting features to 
increase accuracy by eliminating irrelevant features and 
assigning selected features to make the data easier to understand 
[26]. In the feature determination process, there are three 
approaches used to select features: 

1) Filter method, selecting features based on feature 

relevance using ranking criteria, where the lowest calculated 

value will be removed. The filter method does not depend on 

the classification algorithm used in modelling so that it can be 

generalized and impacts accelerating computing time. 

2) The wrapper method is part of a supervised algorithm 

where features are selected based on the relationship between 

features by comparing the resulting subset of features. The 

training and testing process is based on predicting the 

representativeness of each feature, which causes the computing 

time to become more complex. 

3) The embedded method performs feature selection by 

looking for an optimal subset of features and including them in 

the training process of the classifier, thereby reducing 

computing time. 

C. Classification 

Utilization of machine learning helping to enforce fast, 
accurate diagnosis and detection is one of the efforts made in the 
health sector. Algorithm development machine learning, used to 
predict and diagnose disease based on medical record data, can 
help reduce diagnosis errors and independent pre-diagnosis 
learning materials. Several studies are related to solving or 
detecting diseases through classification methods, including the 
K-NN method, which is used to classify medical health data 
related to diseases and drugs [27] [28]. Method Naïve Bayes and 
Random Forest, which is used to diagnose and detect various 
diseases [29] [30], the SVM method is used to classify medical 
record data in the form of images [31] [32]. The utilization of 
machine learning also touches on digital data-based disease 
classification data processing, such as the utilization of 
telehealth and IoT using the decision tree method [33]. 
Combining two machine learning methods or modifying a 
technique has been developed to improve medical record data 
classification results and diagnose diseases [34]. The 
classification results of medical record data in previous research 
show variations in accuracy. Several factors influence the level 
of accuracy, including high-dimensional data and data 
imbalance. 

The model proposed in this research is to overcome data 
imbalance in medical record data, where in several previous 
studies, many modifications or additional functions have been 
made to overcome the imbalance problem by adding entropy and 
changing the distance calculation to make it more flexible for 
data with different dimensions. Meanwhile, the feature selection 
process uses a metaheuristic method that focuses on finding 
optimal solutions flexibly. PSOGWO is used to optimize subsets 
to get features that provide the best performance on the model. 
This model was tested using six algorithms: decision tree, 
logistic regression, naïve Bayes, KNN, random forest, and SVM 
to test the ensemble combination that produces the most optimal 
level of accuracy. 

III. METHODOLOGY 

The methodology used in the research contains 
comprehensive stages of each built model process. The stages 
for overcoming the data imbalance problem begin with 
preparing a medical record dataset, data preprocessing, feature 
selection, classification, and evaluation methods. The research 
stages are shown in Fig. 1. 
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Fig. 1. The proposed architecture. 

A. Dataset 

The dataset used in this research is medical record data for 

diabetes, heart disease, and breast cancer, accessed in the UC 

repository machine learning and Kaggle. The selection of 

medical record data is based on the prevalence rate of sufferers, 

which increases yearly. Detailed data consists of the number of 

features, number of example data, number of minor data, 

number of classes, and Imbalanced Ratio (IR), described in 

Table I. 

 

TABLE I.  DESCRIPTION OF MEDICAL RECORDS DATASET 

Dataset Feature Instance Minority Class IR 

Diabetes 8 768 268 2 1.86 

Heart 14 1025 499 2 1.054 

Breast Cancer 32 569 212 2 1.68 
 

B. Data Imbalance Method 

The approach used in this research is to modify the SMOTE 
algorithm by adding an entropy value at the beginning of the 
data balancing process and changing the distance calculation 
method from Euclidean Distance to Minkowski with the 
advantage of distance adjustment capabilities. The development 
stages of this model start from: 

Step 1: Calculate the entropy weight for each majority and 
minority class. Entropy is used to measure how balanced the 
class distribution is in the dataset, where the entropy calculation 

for each class is carried out before the distance calculation. The 
entropy equation used is: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ 𝑝𝑖 𝑙𝑜𝑔2
(𝑝𝑖

𝐶
𝑖=1 )              (1) 

High entropy values indicate a more significant imbalance, 
while low entropy values indicate a more balanced class 
distribution. 

Step 2: Determine the number of synthetic samples. The 
number of synthetic samples that need to be added is calculated 
based on the entropy proportion of the majority and minority 
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classes. If the entropy of the minority class is higher, the class 
imbalance is more significant, so many synthetic samples need 
to be added. 

Step 3: Calculate the distance according to the given weight. 
After calculating the entropy value, normalization is carried out 
before proceeding to the distance calculation. Where the 
previous distance calculation using Euclidean distance was 
changed using Minkowski to calculate the closest K value from 
the minority class with the equation: 

𝐷(𝑝,𝑞)= (∑ |𝑝𝑖 − 𝑞𝑖|
𝑛
𝑖=1

𝑟
)

1/𝑟
                    (2) 

Step 4: Synthetic interpolation creates synthetic samples 
based on linear interpolation between minority data points and 
their nearest neighbours. 

One of the problems in SMOTE is that the synthetic samples 
produced have a high level of similarity to existing samples, so 
they do not adequately represent the diversity of minority 
classes. Adding entropy in the SMOTE technique is intended to 
improve the quality of synthetic samples and reduce the 
possibility of bias. Entropy is used to help select sample points 
and interpolation, where the results can increase the 
representativeness and variation of synthetic samples. Entropy 
positioning is also a consideration in this research; entropy is 
placed before applying the SMOTE method with consideration 
of the entropy value used to determine the number of synthetic 
samples needed. The entropy value also helps assess relevant 
features and eliminates the possibility of redundant minority 
classes. Placing entropy before the SMOTE process helps 
increase data diversity, accelerates convergence, and reduces the 
potential for overfitting. 

A part from adding entropy, the proposed model also 
changes the distance calculation technique from Euclidean 
Distance to Minkowski Distance. This change aims to provide 
flexibility in measuring the distance between data points for data 
with different dimensions, thereby increasing the quality of 
synthetic samples. Changing the distance calculation method to 
Minkowski distance also helps determine the nearest neighbour 
selection of parameters to produce synthetic samples. In 
addition, the parameters can be adjusted to obtain distance 
measurements that better suit the characteristics of the data or 
specific features so that when the parameters are chosen 
appropriately, the diversity of the resulting synthetic samples 
can be increased. The SMOTE algorithm has been modified by 
adding entropy and replacing the distance approach with 
Minkowski, now called EMKI SMOTE. Furthermore, the 
results of improving this method will be used in the 
classification process, which was previously preceded by a 
feature selection process. 

C. Algorithm PSO GWO 

One of the population-based metaheuristic optimization 
techniques is Particle Swarm Optimization (PSO), where the 
initial inspiration for this method was the social behavior of 
flocks of birds or schools of fish when foraging for food [35] 
[36]. In this technique, a number of particles are allowed to 
move in a multidimensional search space, where an initial 
population is generated randomly in the search domain [37] 
[38]. All particles in the moving swarm update their positions 

using Eq. (3) and Eq. (4) at each iteration. The entire change 
history of the best position information of each particle in the 
cluster is also updated and saved. 

𝑋−𝑖
𝑛+1 = 𝑋𝑛

−1 + 𝑉𝑛+1′
−1                   (3) 

𝑉−𝑖
𝑛+1 = 𝜔𝑉−1

𝑛+𝑐1𝑟1 (𝑝
𝑖

𝑛
−𝑥

𝑖
𝑛)        (4) 

The particle symbols used in swarm for optimization are as 
follows: 

N: The iteration steps carried out 

r1 dan r2: Value representing a random number in 

    the range [0, 1] 

ω  : Parameter weight inertia 

c1 dan c2  : Coefficients representing 
optimization 

   parameters 

x  : Position vector 

v  : Velocity vector 

𝑥
𝑖
  : The best position that the i particle has 

   achieved 

𝑝
𝑔

  : The best position representation available on the 
swarm. 

In the PSO algorithm, the position and velocity of the 
particles are determined randomly in the search space to find the 
best value. The goal of this operation is to avoid local minima. 
The search is continued until optimal results are achieved or 
based on achieving a predetermined maximum number of 
iterations. The iteration process is carried out to obtain the best 
solution through the following equation: 

𝑥𝑖
𝑘+1 = {

𝑥𝑖,𝑛𝑒𝑤𝑖∬ (𝑥𝑖,𝑛𝑒𝑤)≤∫(𝑥𝑖)

𝑥𝑖𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}               (5) 

The grey wolf leadership hierarchy at the top of the food 
chain is the rationale for the GWO algorithm. The grey wolf 
group is divided into four categories, alpha, beta, delta and 
omega. The alpha wolf represents the highest hierarchy, which 
provides the best solution for the group, while the second and 
third hierarchies are occupied by the beta and delta wolves, 
respectively. The omega wolf's role in the pack as the best 
solution candidate in the pack if needed. The stages in hunting 
prey by groups of grey wolves are divided into three parts, 
namely: the first stage is carrying out reconnaissance on the prey 
to be hunted, the second stage is stopping the movement of the 
prey by circling and confining it so that it makes it easier to 
attack and prey on the victim as the final stage. Eq. (6) and Eq. 
(7) provide a mathematical model for surrounding the victim. 

𝐷 = |𝐶 × 𝑋𝑝(𝑡) − 𝑋(𝑡)|     (6) 

𝑋(𝑡 + 1) = 𝑋𝑝(𝑡) − 𝐴 × 𝐷       (7) 

Here,  𝑡 denotes the number of instantaneous iterations, 𝑋𝑝 

is the prey position, 𝑋 is the grey wolf's location, and 𝐴 and 𝐶 
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are the vector coefficients. The coefficients A and C are 
calculated as shown in Eq. (8) and Eq. (9). 

𝐴 = 𝑎 × (2 × 𝑟1 − 1)           (8) 

𝐶 = 2 × 𝑟2   (9) 

The number of drops linearly from two to zero as the number 
of iterations decreases. 𝑟1  and 𝑟2  are random numbers picked 
uniformly from [0,1]. 

Alpha wolves direct grey wolves to the location of their prey. 
Alpha wolves occasionally receive assistance from beta and 
delta wolves. The GWO method assumes that the alpha wolf is 
the best option, with beta and delta wolves coming in second and 
third. As a result, the other wolves in the population migrated 

following the positions of these three wolves. The formulated 

mathematically in Eq. (10), (11), and (12): 

𝐷𝛼 = |𝐶1 × 𝑋𝛼 − 𝑋(𝑡)|   (10) 

𝐷𝛽 = |𝐶2 × 𝑋𝛽 − 𝑋(𝑡)|  (11) 

𝐷𝛿 = |𝐶3 × 𝑋𝛿 − 𝑋(𝑡)|  (12) 

Values Xα, Xβ, and Xδ each represent the three best wolves 
in each iteration. 

𝑋1 = |𝑋𝛼 − 𝑎1𝐷𝛼|  (13) 

𝑋2 = |𝑋𝛽 − 𝑎2𝐷𝛽|   (14) 

𝑋3 = |𝑋𝛿 − 𝑎3𝐷𝛿|  (15) 

𝑋𝑃(𝑡 + 1) =
𝑋1+𝑋2+𝑋3

3
   (16) 

Here, the new prey position is expressed as Xp(t + 1) as the 
mean of the positions of the three best wolves in the population. 
The grey wolf completes the hunt by attacking its prey. To 
attack, they must be close enough to their prey. When Eq. (5) is 
checked, A takes varying values from [− 2a, 2a] while A takes 
decreasing values from 2 to 0. When the |A| value exceeds or 
equals 1, the existing hunt is abandoned to find a better solution. 
The grey wolf is forced to attack the prey if the prey is close 
enough to a value less than 1. This approach prevents wolves 
from getting stuck at local minima. The search is complete when 
the GWO algorithm reaches the desired number of iterations. 

D. Evaluation Metric 

An evaluation of model performance is needed to see the 
effectiveness of the proposed ensemble model. Model 
performance is measured using accuracy, precision, recall, and 
F1 score metrics based on actual and predicted results from the 
classification process, where the basis for calculating metrics 
can be defined as follows: True Positive (TP) notation: the 
amount of data labelled positive and classified by the model 
labelled positive; True Negative (TN) is the amount of data 
labelled negative and classified as negative; False Positive (FP) 
is the amount of actual data labelled negative and predicted 
positive; False Negative (FN) is the amount of actual data 
labelled positive and predicted negative. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                         (17) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                             (18) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                               (19) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                    (20) 

IV. RESULT AND DISCUSSION 

The designed EMKI SMOTE model causes the process of 
creating synthetic samples in the minority class to become more 
dynamic and diverse. The modification results in Table II show 
a significant improvement in overcoming data imbalance. The 
imbalance ratio (IR) in the Table compares the ratios before and 
after the modification was applied. 

TABLE II.  IMBALANCE RATIO 

Dataset 
Imbalance Ratio 

SMOTE EMKI SMOTE 

Diabetes 1: 1.86 1: 1.47 

Heart 1: 1.05 1: 1.02 

Breast Cancer 1: 1.68 1: 1.43 

Applying the EMKI SMOTE method to the model allows for 
the balance of data and the production of diverse synthetic 
samples so that the minority class data is more representative. 
Adding entropy and the Minkowski method for calculating 
distance can also eliminate redundant sample selection, reducing 
the risk of overfitting. After completing the data imbalance 
stage, the model will continue with the feature selection stage. 

Particle Swarm Optimization - Grey Wolf Optimization 
(PSO-GWO) feature selection is a hybrid method that takes 
advantage of the benefits of both optimization algorithms to pick 
the most relevant subset of features in a dataset. PSO (Particle 
Swarm Optimization) is an algorithm inspired by the behaviour 
of flocks of birds or fish, in which each particle represents a 
solution and interacts with the others to discover the optimal 
position. Meanwhile, GWO (Grey Wolf Optimization) is an 
algorithm inspired by grey wolf hunting behaviours that uses a 
highly efficient search mechanism that divides roles among 
alpha, beta, and delta wolves. In feature selection, PSO identifies 
an initial solution, and GWO enhances the search for the 
solution by steering it in a more efficient path. The combination 
of these two algorithms aids in overcoming the dataset's 
complexity and feature redundancy, resulting in a more efficient 
model with improved performance. The PSO-GWO method can 
avoid traps in local search and speed up feature selection while 
maintaining model fidelity. 

Feature selection in this study uses a combined algorithm 
between Particle Swarm Optimization and Grey Wolf 
Optimization (PSO-GWO) to produce the best feature selection 
process from the tested medical record datasets. The selection of 
features using this method will select attributes as 
representatives for each dataset. Fig. 2 shows the results of 
feature selection before using the feature selection method, after 
using the PSO GWO method, and the results of feature selection 
after the dataset is balanced, showing the results of feature 
selection with the optimal number of features without losing 
information for the classification process. 
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Fig. 2. Feature selection results using the PSO GWO. 

The classification process divides the dataset into two parts: 
training data and testing data. The data is divided proportionally 
using the holdout method. Training data helps the model 
recognize patterns or relationships between features and labels 
while testing data measures the accuracy or significance of the 
model in classifying data that has not been introduced 
previously. 

The experiment used medical record data for diabetes, heart 
disease, and breast cancer accessed from the UCI Machine 
Learning Repository. The results of feature selection with 
balanced data then go through the classification stage. The 
classification process uses a Decision Tree, KNN, Logistic 
Regression, Naïve Bayes, Random Forest, and SVM methods. 
The classification method comparison process is intended to 
strengthen evidence regarding the performance of the proposed 
model. Fig. 3 shows a confusion matrix graph for testing data on 
diabetes. 

 
Fig. 3. Confusion matrix for the diabetes dataset. 
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The test results show that the diabetes dataset, when tested 
using six classification methods, shows an average Accuracy 
value of 0.7411, with an average value for precision of 0.79355, 
while an average value for recall is 0.8026 and an average F1 

score of 0.7984. The methods that provide the best performance 
results are the Naïve Bayes and Random Forest methods, while 
the lowest performance results in experiments using the 
Decision Tree method. Details of the experimental results using 
each classification method are shown in Table III. 

TABLE III.  EVALUATION MATRIX DIABETES 

Dataset Classifier Accuracy Precision Recall F1 Score 

Diabetes 

Decision Tree 0.7359 0.7947 0.7947 0.7946 

K Nearest Neighbor 0.7229 0.7483 0.8129 0.7792 

Logistic Regression 0.7229 0.7880 0.7880 0.7887 

Naïve Bayes 0.7662 0.8211 0.8211 0.8210 

Random Forest 0.7489 0.8013 0.8120 0.8066 

Support Vector Machine 0.7316 0.8079 0.7870 0.8008 
 

The second test was carried out on the heart disease dataset, 
where the classification process was given the same treatment 
for each stage as in the diabetes dataset. The confusion matrix of 
the results of heart disease data testing is shown in Fig. 4. The 
experimental results show increased accuracy, precision, recall, 

and F1 score after the medical data was balanced using EMKI 
SMOTE. Analysis of the experimental results also shows that 
the PSO GWO method used in the feature selection process 
combined with EMKI SMOTE produces several relevant 
features to use during the classification process. 

 
Fig. 4. Confusion matrix for heart disease data. 

Experiments using the heart disease dataset showed an 
average accuracy of 0.7818, precision of 0.7644, recall of 
0.8381, and F1 Score of 0.7989. Meanwhile, the best-combined 
method is EMKI SMOTE, PSO GWO combined with SVM, 
Naïve Bayes, and Logistic Regression, which is shown as a 
whole in Table IV. 

The third experiment was carried out on the breast cancer 
dataset, with 32 features. The experimental results of the model 
also show that the feature selection results are significant and 
relevant, thus influencing the improvement of experimental 
results. The Minority class value is lower than the majority, with 
an imbalance ratio of 1.68, after being corrected with the 
proposed model, indicating good and even experimental results 
for the six classification methods. 
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TABLE IV.  EVALUATION MATRIX HEART 

Dataset Classifier Accuracy Precision Recall F1 Score 

Heart 

Decision Tree 0.7407 0.6956 0.8205 0.7527 

K Nearest Neighbor 0.7283 0.7391 0.7727 0.7555 

Logistic Regression 0.8148 0.8043 0.8604 0.8313 

Naïve Bayes 0.8395 0.7826 0.9230 0.8469 

Random Forest 0.7283 0.7173 0.7857 0.7499 

Support Vector Machine 0.8395 0.8478 0.8667 0.8571 

 

Fig. 5. Confusion matrix for breast cancer. 

The application of the EMKI SMOTE model combined with 
PSO GWO produces averages for accuracy, precision, recall, 
and F1 Score in the range of 0.9684 with the best results in the 
Naïve Bayes, SVM, and Logistic Regression classification 
methods as shown in Table V. 

The application of the EMKI SMOTE model combined with 
the PSO GWO method on medical record data was due to the 

discovery of a lot of unbalanced data, with the prevalence of 
patients in normal conditions being higher than patients 
suffering from disease. The experiment also selected datasets by 
considering high, medium, and low data dimensions based on 
the number of features and the total number of dataset samples. 
Analysis of experimental results from various aspects shows a 
significant increase in results, and computing time calculations 
also indicate that the training and testing process is faster. 

TABLE V.  EVALUATION MATRIX BREAST CANCER 

Dataset Classifier Accuracy Precision Recall F1 Score 

Breast Cancer 

Decision Tree 0.9239 0.9444 0.9357 0.9399 

K Nearest Neighbor 0.9415 0.9537 0.9537 0.9536 

Logistic Regression 0.9707 0.9907 0.9639 0.9770 

Naïve Bayes 0.9824 1.00 0.9729 0.9863 

Random Forest 0.9649 0.9814 0.9636 0.9723 

Support Vector Machine 0.9766 0.9907 0.9727 0.9816 
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V. CONCLUSION 

Imbalanced class data has become an essential problem in 
medical diagnosis, but using classification algorithms alone 
cannot meet the classification needs effectively. This research 
proposes a combined method by modifying the distance 
calculation using Minkowski and adding entropy to determine 
the value of the number of samples created. The proposed 
calculation model is hereafter called EMKI SMOTE. The EMKI 
SMOTE oversampling approach is designed to handle 
imbalances between majority and minority classes in data so that 
it can produce relevant features in high-dimensional data. Next, 
the balanced data will be ensembled using the PSO GWO 
method in the feature selection process. The combined results of 
the data balance method and feature selection will then be used 
in the training and testing process using the classification 
method. The research results show increased accuracy, 
especially in the Naïve Bayes method, Logistic Regression, and 
SVM using diabetes, heart, and breast cancer datasets. The 
further development of this research model is to obtain constant 
balanced data, namely, by determining the interval between the 
majority and minority sample numbers. In addition to adding 
parameters to the dataset model configuration, it is possible to 
balance the data, which causes an increase in accuracy. 
Meanwhile, testing large amounts of data and high dimensions 
by making several substitutions in the feature selection method 
is also considered to increase the accuracy of classification 
results and help in the problem of early disease detection. 
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