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Abstract—Glaucoma is a common eye condition that can 

cause irreversible blindness if left untreated. Glaucoma can be 

identified by the optic nerve disorder (a perilous path that carries 

the potential risk) and leads to blindness. Therefore, early 

glaucoma detection is critical for optimizing treatment outcomes 

and preserving vision. The majority of afflicted people typically 

do not exhibit any overt symptoms. Since many afflicted people 

go untreated as a result, early detection is essential for successful 

therapy. Systems for detecting glaucoma have been developed 

through a great deal of research. These manual, time-consuming, 

and frequently erroneous traditional diagnostic methods are not 

suitable for glaucoma diagnosis thus, automated methods are 

required. This research study proposes a novel glaucoma 

diagnosis model that addresses the difficulty of determining the 

complex cup-to-disc ratio. For accurate feature extraction, a 

publicly available dataset with two classes (Glaucoma positive 

and negative) is utilized from Kaggle. The dataset is augmented 

using the Flip technique and resized. A two-step approach using 

the Mobilenetv2 model is used to extract features from positive 

and negative classes. Accurate features are selected with the help 

of Transfer Function Sequential Analysis (TSA). The enriched 

features are then classified using three different classifiers: Cubic 

SVM, Ensemble Subspace KNN, and Fine KNN. The 

experimental evaluation comprises 7 and 8 cross-validation folds. 

On 7 folds Ensemble Subspace KNN provides an accuracy of 

97.33%, and on 8 folds Fine KNN provides the best accuracy of 

97.92%. 

Keywords—Deep learning; tree seed algorithm; feature 

extraction; mobilenetv2 

I. INTRODUCTION 

Among all the causes of death across the world, glaucoma 
is one of the main causes of death. When the intraocular 
pressure inside the retina is increased then glaucoma is caused 
which is defined as neuro-degenerative eye in medical terms. 
Glaucoma is the second most common disease that results in 
complete blindness of patients if it is not detected at the early 
stages. It is also responsible for the reduction in the life spans 
of patients [1]. The degenerative disease of the eye that results 
in complete blindness of patients is glaucoma which is 
characterized by the loss of vision loss and progressive optic 
neuropathy. Due to an increase in pressure or the fluid inside 
the eye, the optic nerve of the retina is damaged leading to the 
destruction of the optic cup and the optic disc of an eye. As a 
result, the size of the optic cup is increased with the increased 
size of the optic disc [2]. Glaucoma is one of the prominent eye 
diseases across the globe. According to the report of WHO, on 
the world-wide level, approximately 4.5 million people suffer 
from complete blindness due to Glaucoma. This disease is 
developed by the gradual deterioration of the fibers of optic 

nerves that results in the structural changes of the optic nerve 
and reduces the rim of neuro-retina [3]. Glaucoma is defined as 
the loss of vision; if it's not detected at the early stage, it results 
in severe conditions of vision. This disease is common among 
people with an age range of 40-80 years and the prevalence of 
this disease in this age range is 3.54%. Hence, it is observed 
that among every 200 individuals, 40 individuals are affected 
with Glaucoma disease [4]. 

 Glaucoma is a retina disease caused by the excessive 
amount of fluid inside the eye, resulting in damage to the optic 
nerve. When there is excessive fluid inside the human eye, the 
blood pressure increases, resulting in irreversible blindness [5]. 
Early stages identification of glaucoma is difficult, without 
thorough an eye examination because it frequently exhibits no 
symptoms. Currently, in the medical field diagnostic 
techniques such as imaging tests and functional evaluation tests 
are limited in terms of sensitivity and specificity. Optical 
coherence tomography provides detailed cross-sectional 
images of the retina; it excels in capturing structural alterations 
in the retinal layers, but it falls short in the early identification 
of functional loss. Glaucoma can be present in different ways 
with symptoms ranging from only mild or no noticeable 
symptoms to severe and irreversible damage, early detection of 
glaucoma is challenging [6]. For the diagnosis of glaucoma, a 
detailed examination of the optic nerve head, visual field 
testing, and tonometry are essential tests [7]. Early detection 
and intervention of glaucoma can significantly reduce the risk 
of glaucoma-related visual loss diseases. For early detection of 
glaucoma is necessary to implement innovative methods for 
screening, identifying, and diagnosing changes over time [8]. 

When retinal ganglion cells are lost, their axons gradually 
degenerate resulting in glaucoma, an eye illness that if left 
untreated, can cause permanent vision loss. This disease affects 
80 million people worldwide at various ages, and in 2020 it 
was anticipated to be the leading cause of blindness [9]. Fig. 1 
describes the fundus images of glaucoma where (a) mentions 
the labeled image of the fundus or glaucoma and (b) mentions 
the detailed image of fundus for the analysis by medical 
practitioners. 

Manual feature extraction is necessary for machine 
learning-related models, and it takes a lot of time and effort. 
Rather than requiring users to manually extract features from 
the data, deep learning techniques seek to examine more 
abstract features from the data [3]. The human community is 
said to favor science and technology. There are enormous 
expectations for reliable computer-aided systems (CAD) all 
around the world [4]. There are two basic groups into which 
glaucoma types can be divided: primary angle-closure and 
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open-angle glaucoma [5]. However, there are still certain 
drawbacks, such as severe artifacts, poor image quality, 
reconstruction errors, pixel imbalance between the affected 
area and background, and low glaucoma detection sensitivity, 
all of which need to be found and fixed. Therefore, the goal is 
to provide a precise classification model for fundus image-
based glaucoma detection. The main contributions of the 
proposed work are listed below as: 

 In the proposed model, the complexity of identifying 
the cup-to-disc ratio for glaucoma detection has been 
overcome. To overcome this challenge, enhancement 
and resizing of images id performed for the expansion 
of the dataset. This process ensures accurate feature 
recognition, compensating for complex structures that 
make cup-to-disc ratios difficult to recognize. 

 An accurate understanding of the glaucoma cup-to-disc 
ratio is achieved by extracting features from both 
positive and negative classes using a pre-trained model 
called Mobilenetv2, after that significant features get 
selected with the help of TSA. 

 These features are fed to machine learning classifiers 
Cubic SVM, Ensemble Su space KNN, and Fine KNN. 

The paper is arranged as: Section II describes Related 
Work, Section III describes Proposed Methodology, Section IV 
illustrates Results and Experiments, and Section V discusses 
Conclusion and Future Work. 

  
(a)   (b) 

Fig. 1. (a) Labeled image of Fundus (b) Detailed image for medical analysis 

[2]. 

II. LITERATURE REVIEW 

The researchers utilized many Machine learning and deep 
learning methods [1, 6-19] strategies in various domains. A 
multi-branch neural network model is suggested for glaucoma 
diagnosis. Based on experimental findings, the constructed 
model reached 0.9151, 0.9233, and 0.9090 for accuracy, 
sensitivity, and specificity, respectively [20]. For the diagnosis 
of Glaucoma, the basic classification model CNN was utilized 
and amended where there were three convolution layers and 
one flattened layer. With the use of the least number of tunable 
parameters, the model learned and extracted the deep features 
of the images. PCA and LDA algorithms were applied to 
reduce the irrelevant feature and then the classification was 
performed in the final step [21]. To detect glaucoma, the deep 
learning models were utilized with the pre-trained models like 
MobileNet, DenseNet169, Xception, InceptionV3, VGG19, 
and ResNet152V2 [22]. A novice model of deep learning by 

using the OCT images of glaucoma was developed for the 
diagnosis of glaucoma. For efficient results, pre-trained vision 
transformer technology is applied on the eye dataset by 
extracting the features on the slice-based extraction, and then 
Gated Recurrent units were also utilized on the dataset [23]. 
Different unprocessed fundus images were trained by 
integrating hybrid ML and DL techniques for the recognition 
of glaucoma. For feature extraction, VGG was utilized and for 
classification, different models like AdaBoost, SVM, KNN, 
RF, and MLP were used [24]. During the diagnosis of 
glaucoma disease, an error that mostly occurs is the 
imbalanced data and to avoid this error, MAS Block 
architecture and many other image augmentation techniques 
were employed [25]. A simple CNN model was utilized for 
considering all the architectural designs of the fundus images 
for the detection of the disease. The pre-trained models of deep 
learning were applied for the classification purpose and the 
models included VGG16, ResNet50, AlexNet, and 
InceptionV3 [26]. YOLOv7 architecture i.e. an accurate and 
robust DL automated system was developed for the detection 
of glaucoma. This architecture was used to detect the optic cup 
and optic disc from the fundus images [27]. The disease of 
glaucoma disease can be identified by extracting features of the 
neuro-retinal rim using histogram and GLCM of the normal 
images of eye and the images with glaucoma disease. The 
process of feature extraction was carried out in three steps, 
firstly the acquisition of images was performed, secondly 
preprocessing was carried out and at the last step classification 
was performed [28]. The vision transformer for the object 
detection from the images was extended for the detection of 
glaucoma from the fundus images. The detection was carried 
out to calculate the cup-to-disc ratio of the eye and then 
analyze the neuro-retinal rim thinning on vertical alignment 
[29]. A novice heuristic-based UNet-Inception attention 
framework was developed for the classification and 
segmentation of optic nerves of eyes (glaucoma). Along with 
the fusion of UNet and Inception, Haris Hawks techniques 
were used for the selection of suiTABLE features with a hybrid 
loss function [30]. 

The fundus images of glaucoma were segmented by 
applying DL ensemble methods like GNet and UNet and these 
methods were integrated for the detection of the disease. 
Different preprocessing steps were involved for the accurate 
detection of the disease, the steps included normalization, 
resizing of images, contrast enhancement, and filtering for the 
optimization of the dataset image quality [31]. The disease of 
glaucoma can be detected by calculating the optic cup-to-disc 
ratio and to calculate this ratio a Joint U N net++ framework 
was developed that contained attention driven serial Unet++ 
based module features extraction, DDN, and CDN. The images 
were trained on ensemble networks of DarkNet19, 
EfficientNet-B1, and VGG19. For accurate results, the 
HBAS0GA algorithm was employed to optimize the results 
[32]. The classification of the fundus images of glaucoma was 
initiated first by the preprocessing of images, then blood 
vessels segmentation was performed, next features were 
extracted, and at the last step the classification of the eye 
diseases was performed. The classification was carried out by 
creating a hybrid classifier that integrated LRCN and 
SqueezeNet [33]. The fundus images classification was 
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performed by applying the three different DL classifiers in 
which the first classified was used to control alterations against 
PAC, the second classified was used to control alterations 
against PACD, and the third classified was used to control 
alterations against PACS (PAC+PACG) [34]. 

Table I illustrates the detailed literature review of the 
research work carried out for the classification of glaucoma 
disease. The review comprises of the proposed method, the 
utilized dataset, the results achieved, and the future dimensions 
of the proposed method. 

TABLE I.  SUMMARY OF THE EXISTING METHODOLOGIES FOR THE CLASSIFICATION OF GLAUCOMA DISEASE 

Author & Ref Year Proposed Method Dataset 
Results 

(Accuracy) 
Limitations 

Law Kumar Singh et al. [35] 2024 EPO + BFO Fundus Images 96.55% 
Applying EPO + BFO at later 
stages of assessments of 

patients 

Ari Leshno et al. [36] 2024 
ICD-10 Severity 
Classification + RS 

Glaucoma Eye Dataset 
15 true cases 
out of 18 

Utilization of only functional 
information 

Jeya Shyla N.S. et al. [37] 2024 UNet + KNN Drishti GS1 & RIM-ONE 99.70% 
Unable to enhance image 

boundaries sharpness 

Marsida Bekollari et al. [38] 2024 Bayesian + PNN + SVM 
Data from Opthamology 
Clinic of Elpis Geberal 

Hospital of Athens 

81.10% 
Lack of inappropriate 

combinations of features 

Law Kumar Singh et al. [39] 2024 GSOA Public & Private 95.36% 
Comprehensive analysis of 
the datasets 

Vijaya Kumar Velpula et al. [40] 2023 
ResNet50+AlexNet+VGG19
+DenseNet-

201+Inception_ResNet-v2 

ACRIMA, RIM-ONE, 

HVD & Drishti 

99.57% 

85.43% 

90.55% 
95.95% 

Real world implementation, 

larger dataset training 

Sunija A.P. et al. [41] 2022 
SD-OCT based depth wise 

separable convolution 
Stanford Dataset 99.63% Reduced model complexity 

Thisara Shyamalee et al. [42] 2022 
UNet+CNN+Inceptionv3+V
GG19+ResNet50 

RIM-ONE 
99.58% 
98.79% 

Real time data 
implementation 

Jahanzaib Latif et al. [43] 2022 ODGNet 

ORFIS, HRF, DRIONS-

DB, DR-HAGIS & RIM-

ONE 

95.75% 

94.90% 
94.75% 

97.85% 

Integration of automatic and 
handcrafted features 

Ramgopal Kashyp et al. [44] 2022 
UNet+DCNN+DensenNet-

201 
Glaucoma Dataset 

98.82% 

96.90% 

Fuzzy and semi supervised 

models 

Felix Joseph Xavier et al. [45] 2023 DeepLabv3+IROA Standard Dataset 96.00% - 

Divya Gautam [46] 2024 FAWT+Text Features+PCA RIM-ONE 96.21% Complexity Reduction 

Gavin D’Souza et al. [47] 2024 AlterNet-K Model 
Rotterdam EyePACS 
AIROGS 

91.60% 
Larger Datasets and other 
domains 

Charis Y.N. Chiang et al. [48] 2024 3D-CNN 
Muscular tissues and ONH 

tissue scans 
94.00% Low Volume data 

Abadh K Chaurasia et al. [49] 2024 CNN Drsihti-GS1 & EyePACS 96.56% Robust threshold technique 
 

III. MATERIALS AND METHODS 

In the proposed methodology, a two-step procedure is 
utilized for the classification of glaucoma disease. First, a pre-
trained Mobilenetv2 model is used to enhance the feature 
extraction process from both positive and negative classes.  By 
implementing a pre-trained model, it extracts powerful features 
from the dataset that capture essential patterns and 
characteristics. Then the retrieved features are refined by using 
the Tree Seed Algorithm (TSA), which is important for 
identifying relevant features, allowing for an attentive and 
selective subset that contains critical information for further 
analysis. The combination of effective and advanced feature 
selection with a robust pre-trained model creates a strong 
framework that enables the model to encapsulate significant 
information while reducing noise or inconsequential features. 
This overview provides a detailed examination of how a novel 
technique contributes to identifying complex patterns and 
representations inside different and complicated datasets 
and contributes to improving the overall model's efficacy and 

precision. The processed structure of the proposed 
methodology is illustrated in Fig. 2. 

 

Fig. 2. Proposed MobTAS classification model. 

Fig. 2 describes the architecture for the proposed 
methodology for the classification of Glaucoma images. The 
input images are fed into the MobileNetv2 classification model 
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that is characterized by the consecutive blocks containing a 
back-to-back convolution layer, batch normalization layer, and 
ReLU layer thus comprising of total 19 residual blocks in 
which the convolution layers are present with the 32 filters. 
Then features are extracted from the fully connected layer of 
the model. The extracted features from the fully connected 
layer are then fed to the algorithm of TSFA for the selection of 
suitable features selection. Once the suiTABLE features are 
selected, those features are fed to three different classifiers: 
Cubic SVM, Fine KNN, and Ensemble Subspace KNN, and 
then the classification is performed. 

A. Dataset Augmentation 

Initially, the dataset consists of fewer images. Thus, to 
increase the number of samples, image augmentation is 
performed. Image augmentation is performed using the Flip 
(horizontal and vertical) technique as shown in Fig. 3. 

   

   

   

   
(a)                                (b)                             (c) 

Fig. 3. Data augmentation (a) Original images (b) Horizontally flipped 

images (c) Vertically flipped images. 

In Fig. 3 the results of data augmentation applied to the 
original images are represented. Data augmentation is 
performed to have enough number of images for training and 
testing of glaucoma dataset classification.  Fig. 3 (a) represents 
the original images (b) represents the results of horizontal flip 
of images, and (c) represents the results of a vertical flip of 
images.  All the original images and the augmented images are 
resized to size 224 x 224 for the accurate classification of the 
images. 

B. Features Extraction 

In the proposed method a pre-trained CNN model named 
Mobilenetv2 [43] that consists of 1632 connections and 154 
layers is utilized to extract the deep features from the dataset. A 
feature vector with dimensions 1x1000 is methodically 
retrieved using the Mobilenetv2 model. The pre-trained model 

easily generates a 1x1000 feature vector, which acts as the 
starting point for subsequent studies. The critical features are 
detected and extracted from this extensive vector using the 
Tree Seed technique, an effective feature selection technique. 
This discriminative approach improves the model's ability to 
detect and prioritize significant features, maximizing efficacy 
for subsequent tasks. The intentional use of the Tree Seed 
algorithm demonstrates a diligent approach employed in 
refining the set of features. It ensures 
that Mobilenetv2 encapsulates significant features required for 
detailed evaluation, interpretation, and implementation in a 
wide range of computational tasks. 

TABLE II.  PARAMETERS USED IN CLASSIFICATION FOR FEATURES 

EXTRACTION 

No. of epochs 10 

Size of Input Images 224 x 224 

No. of channels in images 03 

No. of Filters 32 

Seed Point 123 

Batch Size 32 

FBuffer Size 250 

Fine Tune Point 125 

Learning Rate 0.001 

No. Dense Layers 64 

Activation Function ReLU 

Dropout 0.25 

Table II represents all the parameters that are selected and 
adjusted for the accurate classification and feature extraction of 
the available dataset images. These parameters are 
selected/adjusted on multiple turns of experiments and results. 

C. Features Selection 

The program TSA [50] which draws inspiration from 
nature, and provides the interaction between trees and their 
seeds for optimization. Finding a seed's position within tree is 
crucial to the optimization process. For this objective, the 
researcher proposes two searches in Eq. (1) and Eq. (2). 

𝑔 (𝑥⃗) ≤  𝑔 (𝑦)            ∀ 𝑦⃗  ∈ 𝐺                 (1) 

𝑔 (𝑥⃗) ≥  𝑔 (𝑦)            ∀ 𝑦⃗  ∈ 𝐺                        (2) 

The first equation considers both the ideal site for the tree 
population and the tree location where the seed for this tree 
will be produced. Two distinct tree locations are used by the 
second update rule in Eq. (2) to generate a new tree seed. 

    𝑄𝑖,𝑗 =  𝑈𝑖,𝑗 + ∝𝑖,𝑗  × (𝐶𝑗 + 𝑈𝑟,𝑗)                    (3) 

     𝑄𝑖,𝑗 =  𝑈𝑖,𝑗 + ∝𝑖,𝑗  × (𝑈𝑖,𝑗 +  𝑈𝑟,𝑗)                   (4) 

where, 𝑈𝑖,𝑗  is the jth dimension of ith tree, 𝑄𝑖,𝑗 is jth 

dimension of ith seed that will be produced ith a tree, 𝐶𝑗  is the 

jth dimension of the best tree location obtained, 𝑈𝑟,𝑗 is the jth 

dimension of rth tree randomly selected from the population in 
Eq. (3) and Eq. (4). 
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 Using Eq. (5), the first tree sites that could be solutions to 
the optimization problem are generated at the start of the TSA 
search. This selection of location for new seed is controlled by 
a parameter known as search tendency (ST). 

𝑈𝑖,𝑗 =  𝑀𝑗,𝑚𝑖𝑛 + 𝑞𝑖,𝑗  (𝐼𝑗,𝑚𝑎𝑥 −  𝑀𝑗,𝑚𝑖𝑛)              (5) 

𝐼𝑗,𝑚𝑎𝑥  is the upper bound of the search space, 𝑀𝑗,𝑚𝑖𝑛  is the 

lower bound of the search space. In the interval [0, 1], a 
random number, denoted as  𝑞𝑖,𝑗   is generated for every 

dimension and location. Using Eq. (6), the population's best 
solution is chosen for minimization. 

𝐶 = min{𝑔(𝑈⃗⃗⃗𝑖)} 𝑖 =  1,2,3, … , 𝑁                  (6) 

Where N is the population's total number of trees. (3) is 
used to update the dimension if a randomly generated number 
in the interval [0, 1] is less than ST; if not, Eq. (4) is applied. 

D. Classification 

For the classification of the disease of Glaucoma as either 
positive or negative, a pre-trained model MobileNetV2 is 
utilized that contains a total of 154 layers in which each 
convolutional layer has 32 filters. The convolution is 
performed by processing the images at each block and each 
convolutional layer. The features of the images are extracted 
from the last fully connected layer of the model and a feature 
vector is created that is further passed to TSA algorithm for the 
selection of the suiTABLE features. Once the suiTABLE 
features are selected, then the classification of the Glaucoma 
images is performed. Finally, classification based on the 
significant features is performed with the help of machine 
learning classifiers. In this phase, machine learning classifiers 
are used as a computational process to perform classification 
based on significant relevant features. The 
classification includes the robust Cubic Support Vector 
Machine (SVM) [51], renowned for ability to handle 
unpredicTABLE datasets and complex decision functions, the 
refined version of k-Nearest Neighbors (fine KNN) [52], 
known for proximity-based classification adaptability, and 
Ensemble subspace k-Nearest Neighbors (Ensemble Subspace 
KNN) [53, 54], which is a combination of combined learning 
and subspace techniques designed to perform well in 
complicated datasets. The implementation of various classifiers 
demonstrates an efficient methodology, ensuring model 
optimization for subtle pattern detection and correct 
classification in different and complicated data landscapes. 

IV. EXPERIMENTAL RESULTS 

In the presented proposed methodology, a publicly 
available dataset is utilized. The glaucoma detection dataset 
[49] is downloaded from the Kaggle website. This dataset 
consists of two classes named glaucoma positive and glaucoma 
negative. 

The dataset of glaucoma taken and utilized for the 
classification purpose in this paper is described in detail and 
the description is mentioned in Table III. The initial images in 
both classes were limited, so image augmentation is performed. 
To augment the original images, the flip technique (horizontal 
and vertical) is applied to the dataset after that all the images 
get resized. All the experiments and evaluations were 

conducted on MATLAB software using the Core i5 6th gen 
system. The designed method evaluated three machine learning 
classifiers including Cubic SVM, Ensemble subspace KNN, 
and Fine KNN on 7- and 8-folds cross-validation. 

TABLE III.  DESCRIPTION OF GLAUCOMA DATASET 

Dataset Description 

Glaucoma Detection 

Type of Data: Eyes Images 
CT Scans of Eyes 
Format: .jpg 
Total images 500 
Disease Depiction: Glaucoma 
Dimension of Images: 224 x 224 x 3 
Channels: 3 
Total Classes: 2 

The results of the proposed model of Classification i.e. 
TSAMob are mentioned in Table IV where the model achieved 
an accuracy of 99.42%, loss of 0.0187%, validation accuracy 
of 84.85%, and validation loss of 2.2187%. 

TABLE IV.  RESULTS OF THE PROPOSED CLASSIFICATION MODEL 

Method Accuracy Loss 
Validation 
Accuracy 

Validation 
Loss 

TSAMob 99.42% 0.0187% 84.85% 2.2187% 

By applying a rigorous 7-fold cross-valid methodology, the 
proposed approach achieves a commendable overall accuracy 
using three distinct classifiers: 92.87% on Cubic Support 
Vector Machine (Cubic SVM), 97.33% on Ensemble Subspace 
k-Nearest Neighbors (Ensemble Subspace KNN), and 96.98% 
on Fine k-Nearest Neighbors (Fine KNN). These observations 
are mentioned in Table V. Unexpectedly, Ensemble Subspace 
KNN ranks as the best performer, with the highest accuracy 
across all the classifiers evaluated in this experimental work. 
This significant accuracy highlights Ensemble Subspace 
KNN's reliability and effectiveness in extracting complex 
correlations within the dataset, which enables advanced pattern 
recognition. 

The extracted features are passed to three classifiers Cubic 
SVM, Ensemble Subspace KNN, and Fine KNN. Then the 
classification is performed, and results are recorded. These 
findings highlight how well the chosen classifiers can 
distinguish glaucoma, particularly Ensemble Subspace KNN, 
which excels accurate sorting of data points. This demonstrates 
effectiveness and reliability for applications requiring exact 
classification in a wide range of complicated data. 

Table VI shows the experimental findings of the proposed 
approach by using the 8 folds cross-validation. When using an 
extended 8-fold cross-validation methodology. The Fine k-
Nearest Neighbors (Fine KNN) ranks as the top classifier, with 
an outstanding accuracy of 97.92% In comparison with this 
Ensemble Subspace k-Nearest Neighbors (Ensemble Subspace 
KNN) achieves an accuracy of 96.94%, and Cubic Support 
Vector Machine (Cubic SVM) achieves 92.83% accuracy, 
respectively. 

The extracted features are passed to three classifiers Cubic 
SVM, Ensemble Subspace KNN, and Fine KNN. Then the 
classification is performed, and results are recorded. The 
accuracy of Fine KNN demonstrates effectiveness while 
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identifying complex patterns within the dataset; this makes 
it an effective application for requiring high precision. 

In Table VII an extensive overview of the proposed 
technique with existing methodologies is provided. Notably, 
this comparison demonstrates that the suggested 
method performs excellently and gives the highest accuracy 
when compared with other alternative approaches. This 
difference makes the suggested model the best among all the 
other techniques in producing excellent results. 

Fig. 4 shows the graphical presentation for the comparison 
of results obtained by the existing methodologies and the 
proposed methodology, and the proposed methodology has 
achieved better results. 

In Fig. 5 the study shows the confusion matrix of the results 
obtained after the classification of the original dataset. Three 
classifiers are utilized for the feature extraction and 
classification and there are 7 folds cross validation (a) 
represents the confusion matrix of Cubic SVM Classifier, (b) 
represents confusion matrix of Ensemble Subspace KNN, and 
(c) represents the confusion matrix of Fine KNN. 

TABLE V.  PROPOSED METHOD RESULTS USING 7-FOLD CROSS VALIDATION 

Classifier Fold 
Classes 

Accuracy Precision Recall F1 Score Overall Accuracy 
Negative Positive 

Cubic SVM 

7 

  92.87% 0.92 0.95 0.94 
92.87% 

  92.87% 0.93 0.90 0.92 

Ensemble SubspaceKNN 
  97.35% 0.96 0.99 0.98 

97.33% 
  97.35% 0.99 0.95 0.97 

Fine KNN   96.98% 0.96 0.99 0.97 96.98% 

TABLE VI.  PROPOSED METHOD RESULTS USING 8-FOLD CROSS VALIDATION 

Classifier Fold 
Classes 

Accuracy Precision Recall F1 Score Overall Accuracy 
Positive Negative 

Cubic SVM 

8 

  92.83% 0.93 0.95 0.94 
92.83% 

  92.83% 0.93 0.90 0.91 

Ensemble SubspaceKNN 
  96.94% 0.96 0.99 0.97 

96.94% 
  96.94% 0.99 0.94 0.96 

Fine KNN 
  97.92% 0.97 0.99 0.98 

97.92% 
  97.92% 0.99 0.96 0.98 

 

TABLE VII.  COMPARISON OF PROPOSED METHOD WITH EXISTING 

TECHNIQUES ON DIFFERENT DATASETS 

Ref# Year Method 
Results 

(Accuracy) 

[55] 2023 

VGG19 88.5% 

InceptionV3 83.5% 

EfficientNetV1 87.5% 

MobileNetV2 88% 

AlexNet 90% 

Custom Layer 93% 

[56] 2022 CNN with ResNet-34 94% 

[57] 2019 AG-CNN 96.2% 

    

Proposed 2023 Mobilenetv2+TSA+ Fine KNN 97.92% 

 
Fig. 4. Graph of results comparison between existing studies and the current 

study. 
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(a) 

 
(b) 

 
(c) 

Fig. 5. Confusion matrix of three classifiers on 7 folds cross validation (a) 

Cubic SVM (b) Ensemble subspace KNN (c) Fine KNN. 

V. DISCUSSION 

In this section, the discussion which concerns some ethical 
key including privacy of patient data, bias in algorithms, 
diagnostic transparency and the clinical accuracy of AI-assisted 
decision-making processes. This update will ensure a more 
comprehensive analysis of proper use of technology in medical 
applications. 

VI. CONCLUSION 

Automated glaucoma diagnosis plays a critical role in the 
early identification and management of the condition. 
Conventional techniques are laborious, tedious, and imprecise. 
This research proposes a model for the automatic classification 
of glaucoma stages. The prepared dataset (augmented and 
resized) was utilized for glaucoma classification into positive 

and negative classes. The features are extracted by 
Mobilenetv2, and significant features are selected using TSA. 
Using 7 folds Cross Validation, the Cubic SVM, Ensemble 
Subspace KNN, and Fine KNN provided the accuracy of 
92.87%, 97.33%, and 96.98% respectively. On the 8 folds 
Cross Validation, the above-mentioned classifiers provided an 
accuracy of 92.83%, 96.94%, and 97.92% respectively. The 
results of the experiment show that the suggested model 
performs better than the most advanced techniques for 
glaucoma classification in the initial phases. This suggests that 
the model has an opportunity to improve glaucoma early 
detection and diagnosis, which can help avert vision loss and 
permanent blindness. Lastly, the suggested study may facilitate 
the prompt, accurate, and effective diagnosis of glaucoma by 
ophthalmologists. 

The proposed methodology may be extended in the future 
by utilizing large real-time datasets of Glaucoma both on a 
manual basis and on clinical levels. The suggested automated 
glaucoma diagnostic model can be improved by more research 
in the following areas: real-world application, integration of 
clinical data, and larger datasets that provide generalization. 
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