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Abstract—This paper proposes a multitask learning approach
with an attention mechanism to predict audience behavior as
sequential actions. The goal is to improve click-through and
conversion rates by effectively targeting audience behavior. The
proposed model introduces specific task sets designed to address
the challenges specific to each prediction task. In particular,
the first task, click prediction, suffers from data sparsity and
a lack of prior knowledge, limiting its predictive power. To
address this, a one-dimensional convolutional network (1D CNN)
tower is used in the first task to learn local dependencies and
temporal patterns of user activity. This design choice allows
the model to better detect potential clicks, even without rich
historical data. The task of conversion prediction is tackled by
a fully connected convolution tower that selectively combines the
corresponding features extracted from the first task using an
Attention Mechanism, as well as the original shared embedding
input data, enabling richer context for performing more accurate
prediction. Experimental results show that the proposed multitask
architecture significantly outperforms existing state-of-the-art
models that do not consider tower architecture design to predict
sequential online audience behavior.
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I. INTRODUCTION

In Internet advertising, audience targeting delivers the right
message to the right audience at the perfect time. It is a
multifaceted process that depends on several factors and how
they work together. Recently, researchers have become increas-
ingly interested in using machine learning to improve audience
targeting as the market’s online advertising needs grow. Behav-
ioral targeting (BT) [1], which considers the behavior of the
online user, such as clicking links, visiting websites, submitting
forms, sending messages, making purchases, etc., is one of the
most efficient techniques for improving the target audience [2].

To reach the ultimate business goal of conversion, the user
behavior in an advertising campaign takes a multistep path
(impression � click � conversion). The terms“ impression”,
“click”, and “conversion” denote the frequency of an online
advertisement’s display, clicks, and conversions, which include
purchases that include the number of clicks that result in an
action. The ratio of clicks on an online advertisement to the
times the online ad is presented is called the click-through
rate, or “CTR” [3]. In contrast, the conversion rate (CVR)
is the ratio of the number of people who convert to the
number of clicks at first; efforts were focused on developing
different models to predict the click-through rate (CTR) [4],

which gauges the effectiveness of the campaign. It is difficult
to capture complex interactions in advertising systems using
traditional machine learning classification methods, such as
linear regression, support vector classification (SVC), and
decision trees, particularly when high-dimensional data are
present. Furthermore, a variety of deep learning architectures
are employed in advertising systems to capture interactions be-
tween high-order features, including long-short-term memory
(LSTM) and convolution neural networks (CNN) [5] and [6].

However, calculating the exact return on investment (ROI)
has become crucial for marketers dealing with Internet ad-
vertising. Due to the complexity of user behavior, both the
CTR and CVR predictions are required. The issue of limited
data and delayed feedback is the main barrier to the prediction
of the conversion rate [7]. Furthermore, clicks and conversion
behaviors are sequential and depend on a multi-step conversion
path. Recently, multitask models have used click behavior to
address the problem of sparse data in conversion behavior.
Deep learning researchers are actively investigating multitask
learning (MTL) [8]. Through shared information, this learning
paradigm seeks to learn several related tasks to enhance
performance and generalization collaboratively. MTL has been
used effectively by several academics in a variety of areas
recently, including recommendation systems [9], computer vi-
sion, natural language processing, and reinforcement learning.

Multitask learning has been frequently applied to improve
end-to-end conversion rates in the audience’s multistep con-
version path. According to task relations, multitask learning is
divided into parallel, cascaded, and auxiliary tasks in multitask
deep recommendation systems [9]. In this instance, a sequen-
tial dependency between tasks is termed a cascading task
connection, where the prior task influences the computation
of the current task. Numerous cascaded task relation models
have been presented in user behavior sequence prediction
to address the problems of overfitting and data sparsity in
training sparse conversion behavior data. The authors in [10]
and [11] proposed multigate mixture of experts (MMoE) and
progression-layered extraction (PLE), respectively, taking into
account CTR and CVR as non-sequential tasks. To address
the problem of the sequential nature of the user behavior
input data, [12] proposed the mixture of sequential experts
(MoSE) to represent sequential behavior using long-short-term
memory (LSTM) in cutting-edge multigate mixture of expert
multitask models. However, this technique lacks information
sharing between the top-level towers in the model, which holds
valuable information from the previous tasks to model click-
through rate (CTR) and conversion rate (CVR) prediction by
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two auxiliary tasks. Using an estimated conditional probability
in the CVR task, the sequential dependence between user
activities is taken into account in [13], [14], and [15].

To improve model performance, ESM2 [15] specifically
masks conversion-related information during click prediction,
therefore addressing the constraints of ESMM [13]. However,
severe information loss might result from incorrect probability
estimates. To overcome the difficulties of multitask learning
with sequentially dependent tasks among multistep conver-
sions, where prior tasks exchange valuable information with
the subsequent task at the top of the tower [16], [17], and [18]
proposed AITM, PIMM, and MNCM, respectively. Although
many multitask learning models have been proposed for CTR
and CVR prediction, most of them either overlook the sequen-
tial dependence across user behaviors or fail to share high-level
task-specific information effectively among tasks. For example,
models such as ESMM and MMoE don’t explicitly model
the action sequence of users or transfer informative signals
from clicks to conversions using complicated mechanisms.
Although recent models such as AITM, PIMM, and MNCM
consider the sequential nature of user behavior, they still lack
emphasis on the architectural design of task-specific towers. To
the best of our knowledge, most of these models adopt simple
feedforward networks as towers and overlook the potential
benefits of using diverse tower structures. This is particularly
crucial for the click prediction task, which suffers from a lack
of prior knowledge and would greatly benefit from employing
a more expressive architecture, such as a 1D convolutional
network, to represent local temporal dependencies in user
behavior. To address this gap, this paper proposes a novel
multitask model that consists of a 1D CNN tower to improve
the click prediction task and an attention-based mechanism to
transfer beneficial information into the conversion prediction
task. The proposed design addresses the challenges of data
sparsity, sequential dependency, and task interaction of online
user behavior prediction.

As a result, the following summarizes all the primary
contributions in this paper:

1) Proposed a multitask model to improve audience
behavioral targeting.

2) Shared embedding vector for all tasks.
3) Using 1D CNN improves the first task tower.
4) Use the attention mechanism to identify useful infor-

mation from the information provided.
5) Processing of the Ali-CCP dataset.
6) Pre-processing of the Taobao dataset and feature

engineering to be relevant to our work.
7) The data loader to access processed data that can be

parallelized and shuffled.

Therefore, the remainder of this paper is structured as fol-
lows: Section II reviews the related work in multitask learning
and user behavior modeling. Section III presents the proposed
architecture in detail. Section IV explains the datasets, the
preprocessing pipeline, and the experimental setup. Section V
discusses the experimental results and performance evaluation.
Finally, Section VI concludes the paper and suggests directions
for future research.

II. RELATED WORK

This section reviews recent studies on online audience be-
havior targeting using machine learning [19]. Previous research
has shown that machine learning greatly improves the online
audience-targeting process. Recent research uses multitask
models to improve multistep user conversion path (click �
conversion) returns [9]. According to task relation, models are
classified into non-sequential tasks and sequential dependence
tasks, as shown in Table I.

A. Non Sequential Tasks

In studies [10], [11], and [12], tasks are non-sequential
and are modeled separately. The multi-gate mixture of experts
(MMoE) [10] uses network gates to bring together experts
for various tasks, improving the model’s capacity to capture
complex task-specific patterns. The model AUCs are 0.6420
for purchases and 0.6047 for clicks.

The authors of study [11] presented a progressive layered
extraction (PLE) model that clearly distinguishes between task-
specific and task-shared experts to address the seesaw problem,
which occurs when improving one task’s performance may
affect the performance of another task. The AUC models for
click and conversion are, respectively, 0.6039 and 0.6417.

The authors of study [12] introduced MoSE. This model
models user activity streams using long-short-term memory
(LSTM) and offers a comprehensive sequential solution with
a gated mixture of experts. After extensive testing with real-
world G Suite user data, MoSE outperforms the production
model with an AUC score of +4.8%.

In studies [10], [11], and [12], the mixture of experts shares
expert modules across all tasks at the bottom of the multi-
task model. However, the inability to exchange information
between tasks in top towers, which contain richer and more
useful information, may limit their ability to improve each
other.

B. Sequential Dependence Tasks

Models are created to handle dependency-based actions,
which means that when the first step is completed, the subse-
quent step could occur due to a sequential dependency.

The authors proposed the Entire Space Multitask Model
(ESMM) in [13], which takes into account the sequential
dependence between tasks and the probability of transfers for
various activities to calculate the click and conversion rate
(CTCVR) by calculating the product of (CVR) and (CTR).
The model gets AUCs of 0.6022 and 0.6291 for click and
conversion, respectively.

The authors of study [15] introduced ESM2 to deliberately
hide conversion-related information during click prediction
to overcome the shortcomings of ESMM [13]. This method
enhances model performance by using conditional probability
rules based on user behavior graphs to convey fundamental
information. However, it ignores richer representations in vec-
tor space, which results in a severe loss of information if any
probability prediction is off.
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In study [16], the authors proposed an AITM (Adaptive
Information Transfer Multitask) to simulate multistep conver-
sions and sequential reliance of the audience. To improve
the performance of sequentially dependent multitask learn-
ing, the suggested adaptive information transmission (AIT)
module combines the behavioral expectation calculator in the
loss function to acquire knowledge of what and how much
information to transmit for different conversion phases. With
the Ali CCP dataset, AITM achieves AUCs of 0.6043 and
0.6525 for click and purchase, respectively. The authors of
study [18] proposed the multilevel network cascades model
(MNCM) with two adaptive information transfer modules,
the task-level information transfer module (TITM) and the
expert-level information transfer module (EITM), to address
the information lacking in the first task. They achieve AUCs of
72.15, 87.16, 71.06, and 86.44 on click and buy, respectively,
using the AliExpress-NL and AliExpress-US datasets. The
authors used the prior information merged model (PIMM) to
learn sequentially dependent tasks in [17]. The PIMM com-
bines explicit premise information (i.e., probability of previous
positive reinforcement) with latent representations (specialized
knowledge) to strictly describe the logical dependency among
tasks as learning several sequential dependence tasks under a
curriculum-structured guidance. Using a soft sampling method,
PIM randomly chooses the real label information to transfer to
the downstream task during training, adhering to a curriculum
paradigm that ranges from basic to advanced. They obtain
AUCs of 0.6075 and 0.6561 for click and buy, respectively,
using the Ali CCP dataset.

Most of the reviewed literature addressed the problem
of targeting online audience behavior, and current models
often fail to account for the dynamic nature of user behavior,
which changes over time due to different factors, including
evolving interests, outside influences, and seasonal trends. To
bridge these gaps, the proposed approach in this paper uses a
CNN tower for the click task to handle the absence of prior
information in the first task. Furthermore, the attention method
is utilized to convey pertinent information from the click task
to manage sparse data in the conversion task.

III. THE PROPOSED MODEL

In this paper, the methodology used to apply a multitask
model with an attention mechanism [20] to anticipate the
behavior of an online audience, which is intended to predict
user clicks and conversion behaviors while accounting for
the sequential dependency between these events; this means
that the conversion event depends on the click event that
occurred previously. Furthermore, as seen in Fig. 3, the shared
embedding layer, the click tower, the conversion tower, the
attention mechanism, and the click information extraction are
the components of the proposed approach.

The approach consists of the following main phases:

A. Preprocessing of Data

The preparation of the data phase is crucial to the proposed
model. To deal with various types of characteristics in the input
data and to guarantee that the input data is consistent with the
nature of sequentially dependent events. The preparation step
consists of the following individual stages:

1) Data cleaning and transformation: The data clean-
ing and transformation process involved several key steps
in preparing the dataset for modeling. First, missing values
were identified and eliminated, as they did not significantly
affect the performance of large datasets. Then, low-frequency
characteristics, those with fewer than ten occurrences, were
removed to enhance the conciseness and relevance of the input
data. The numerical features were normalized to the same scale
as the variables. Categorical characteristics were encoded to
convert them to a numeric form so that they could be analyzed.
In addition, timestamp fields were converted into a uniform
date-time format to support temporal analysis. Finally, the data
were ordered by user and date time to meet the sequential input
data requirements.

2) Feature engineering: Generate additional features based
on past user behavior.

3) Data splitting: divide the dataset into testing, validation,
and training sets based on the number of days.

B. Data Loader

In the proposed model, the data loader plays a critical
role in optimal data batching, shuffling, and loading. It begins
by partitioning data and pulling associated feature names,
and targets with sequential dependencies such as clicks and
conversions. As an indication of process optimization, the data
are batched according to a specified batch size. In addition, the
data are randomized during training to improve the model’s
generalization capacity. Importantly, the data are dynamically
loaded, which is extremely beneficial when dealing with a large
dataset.

C. Shared Embedding Layer

During this stage, the embedding methods convert all
input characteristics into low-dimensional dense vectors of
a given size [21]. To create a common embedding module,
all embedding vectors must be concatenated. By sharing the
embedding layer between all tasks, the model can benefit from
rich positive samples of previous tasks, which promotes infor-
mation sharing and reduces the impact of the class imbalance
conversion task. Sharing the embedding layer also contributes
to reducing the total number of model parameters.

D. Click Task

This stage consists of two phases: click tower and click
probability. Since the click tower, which represents the first
task, has a significant impact on all subsequent tasks, as it
suffers from a lack of useful information, since there are
no previous tasks in this stage, this paper presents a new
construction for the click tower, which addresses the represen-
tation of features using one-dimensional convolutional neural
networks [22] as the tower. 1D Convolution Neural Networks
are a unique kind of CNN in which the kernel analyzes one-
dimensional input, such as sequential and temporal series. In
CNN, the output size No is estimated as in Equation (1), the
kernel size K refers to the size of the sliding kernel or the
kernel filter, The number of kernels that slide before producing
the output and the product points is known as the stride length
S, and the size of the 0-Th frame that surrounds the input
feature map Nn is known as padding P [23]. The proposed
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TABLE I. SUMMARY OF SURVEYED STATE-OF-THE-ART MULTITASK MODELS FOR ONLINE USER BEHAVIOR PREDICTION

Study Model Dataset(s) Model Type Tasks Evaluation Metric(s) Year

[13] ESMM Taobao’s recommender system
logs

DNN CVR, CTR, CTCVR, SPP Multi-AUC 2018

[10] MMOE Synthetic dataset, UCI Census Neural network (8 hid-
den units)

CTR, CVR AUC 2018

[11] PLE Census-income, synthetic data,
Ali CCP

LSTM CTR, CVR AUC 2020

[12] MoSE Generated synthetic dataset MLP Task1, Task2 PR-AUC 2020

[16] AITM Ali CCP MLP CTR, Buy, Approval,
Activation

AUC 2021

[18] MNCM AliExpress MLP CTR, CVR AUC 2022

[17] PIMM Ali CCP MLP CTR, CVR AUC 2023

model used multiple layers of a 1D convolution network to
process the shared and embedded input characteristics, varying
the stride and padding for every kernel size as specified by Eq.
(1). Furthermore, weight normalization is handled by ReLU
activation functions, and regularization is accomplished via the
dropout approach. To pass through fully connected layers, the
output of the 1D convolution layers is flattened, as shown in
Fig. 1. Furthermore, the second phase is the click probability,
which uses a sigmoid activation function to process the output
data from the click tower after passing through a linear neural
network to determine the output probability.

No =

(
Nn − K + 2× P

S

)
+ 1 (1)

E. Information Extraction

For the conversion task and other behaviors that follow, the
information extraction phase is essential to improve the pre-
diction process; learning is transferred between tasks through
the attention mechanism, as shown in Fig. 2; the attention
mechanism enhances the model’s ability to recognize pertinent
parameters required for the conversion task [24], and [25],
which frequently involves sparse input. The attention mecha-
nism that combines the information from the click information
tower and the conversion tower, as shown in Fig. 3, where the
feed-forward networks Q(a), K(a), and V (a) represent the
input vector to a single new vector representation, dot attention
uses a dot product to determine how comparable queries Q(a)
and Key K(a) are and scaled by dimension

√
d in Eq. (2), and

Eq. (3) uses a softmax function to determine attention weights
wa. Eq. (4) computes zt, the weighted sum of the value vectors
V (a) using these attention weights wa.

wa =
Q(a) · k(a)√

d
(2)

wa = softmax(wa) =
exp(wa)∑
a exp(wa)

(3)

zt =
∑
a

wa · V (a) (4)

F. Conversion Task

This phase handles subsequent tasks using valuable knowl-
edge obtained from the previous task, specifically from the
click tower. It begins with the conversion tower, where a fully
connected neural network is used to process input coming
from the shared input embedding vector. Then, an information
vector is generated using a feedforward neural network that
models the output of the click tower. To enhance the learning
process, an attention mechanism is applied to the output of the
conversion tower, which is concatenated with the information
vector of the previous task. In this step, the model can suc-
cessfully utilize the knowledge acquired in the earlier stages.
Lastly, the probability of conversion is found by feeding the
attention output into a linear neural network, then applying the
sigmoid activation function to get the final prediction.

G. Loss Calculation

The final loss function Lf in our suggested model is
determined by calculating the loss of cross entropy Lc and
the behavioral expectation calibrator Lbc combined with a
constant weighting parameter α that regulates the behavioral
force expectation calibrator as indicated in Eq. (7). The loss is
determined using the binary cross-entropy loss (Lc) indicated
in Eq. (5), where y is the label, ŷ is the target value, T is the
task, and N is the number of samples. In addition, a calibration
of behavioral expectations (Lbc) indicated in Eq. (6) is added
to ensure that the model result meets the actual production
constraints, where the click task is expected to have a higher
probability than conversion for the same user because click
and conversion are sequentially dependent behaviors.

Lc(y, ŷ) = − 1

N

∑
T

∑
N

(y log(ŷ) + (1− y) log(1− ŷ)) (5)

Lbc =
1

N

∑
T

∑
N

max(ŷcl − ŷco, 0) (6)

Lf = Lc + αLbc (7)

H. Evaluation

The proposed approach adopts the AUC, or Area Under the
ROC Curve, which is a commonly used evaluation metric in

www.ijacsa.thesai.org 1178 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 4, 2025

Padding Padding Padding

Fully Connected Layer

flatten

1D convINPUT 1D conv 1D conv

K
ern

el

K
ern

el

K
ern

el

Output

Fig. 1. 1D Convolution network.

MatMul

MatMul

Softmax

attention weights

Scale Down

query key

Input

value

Output

Fig. 2. Attention mechanism.

recommendation systems. Shows the probability that an item
that has been clicked will rank higher than an item that has
not been clicked.

IV. RESULTS AND DISCUSSION

A. Datasets and Evaluation Metrics

Two public datasets were utilized in this study: Ali-CCP
[13] and Taobao User Behavior for recommendation [26].

1) Ali-CCP Dataset [13]: This dataset is an actual traffic
log from Taobao’s recommendation system. The end-to-end
user conversion process consists of several consecutive phases,

starting from impression, moving to click, and eventually
conversion (i.e., impression � click � conversion). Each
observed impression is associated with a feature vector, de-
noted by x, representing both the user and item information.
The label format is (x, y � z), where y and z are binary
variables indicating whether a click (1) or no click (0), and
a conversion (1) or no conversion (0), occurred, respectively.
Here, as sequential tasks, the conversion can only happen if a
click has occurred beforehand. The dataset exhibits significant
data sparsity, as evidenced by the calculated click-through
rate (CTR) and conversion rate (CVR), which are 3.89% and
0.54%, respectively, as illustrated in Fig. 4.

In the data preprocessing phase, the dataset is divided into
subsets for training, validation, and testing. 50% of the data is
allocated for training, 10% for validation, and the remaining
40% for testing. Low-frequency features—those with fewer
than ten occurrences—are excluded, and categorical features
are appropriately coded to prepare the data for input into the
model. Analysis of the dataset shows that the most influential
factor is the product categories the user has previously clicked
on. This result demonstrates the importance of modeling user
behavior history, as it has a significant impact on the prediction
goal.

2) User behavior data from Taobao for recommendation
dataset [26]: contains around 100 million user activities and
serves as an essential resource for research and analysis,
particularly in user behavior modeling. The dataset includes
user behaviors gathered from one million randomly chosen
Taobao users and records a wide range of online activities
over nine days. As illustrated in Fig. 5, 846.9k users browse
the items, while 6.20% add them to carts, 3.13% favorite them,
and 2.27% proceed to purchase.

Regarding the preprocessing of the user behavior data
from the Taobao recommendation dataset [26], the proposed
approach narrowed the study to a nine-day observation period
to check the fitness of the data and accelerate the processing
time. It also determined the sequential dependency of the “buy”
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Fig. 3. Proposed model: Multitask model for sequential online user behaviors (click and conversion) with different tower architectures

Fig. 4. Statistics of Ali CCP dataset.

and “add-to-cart” activities, encoding the category feature
”behavior” to distinguish between different activities. Data
cleaning followed, excluding non-conforming products from
the desired browsing-to-purchase pattern. The data preparation
to supply deep learning models was ordered chronologically
by user and date. This form allows the model to learn time
dependencies and improve the model’s ability to identify
patterns and make consistent predictions. Furthermore, the

presentation of the events in time-ordered sequence is con-
sistent with the natural progression of user interactions and
therefore improves the model’s ability to learn meaningful
information. To feature engineer the user behavior data of the
Taobao recommendation dataset [26], additional historical data
was incorporated, including the user’s previous activities and
the product categories on which the user previously clicked.
This enhancement provides a contextual understanding of user
behavior with more enrichment so that analysis can be deeper
and more effective.

V. EXPERIMENTAL ANALYSIS

This article’s studies were carried out using a PC equipped
with a 16 GB GPU, 32 GB of RAM, and a 2.7 GHz Intel
Core i7 CPU. The PyTorch Python libraries were used to
develop our suggested strategy. Data are preprocessed using
Apache Spark in Python (PySpark) to handle massive volumes
of data in a distributed processing environment, especially to
generate new historical characteristics that increase the size
of the data. Two distinct open datasets were used to evaluate
the suggested hypothesis. 4.10 GB of compressed train data
and 4.68 GB of compressed test data make up the Ali CCP
dataset. In comparison, the Taobao user behavior data used for
the recommendation weighs 5 GB after compression.

The dictionary of vocabulary size in the embedding layer
is set to the unique value of each input feature, and the
embedding size is set to five. The proposed approach was ex-
perimented with different kernel sizes for the 1D Convolution
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Fig. 5. Statistics of user behavior data from Taobao for recommendation
dataset.

TABLE II. EVALUATION METRICS FOR CLICKS ON ALI-CCP PUBLIC
DATASET FOR DIFFERENT MODELS

Model AUC Accuracy Recall Specificity

AITM Model 0.614 0.6 0.61 0.61

Proposed Model 0.661 0.64 0.66 0.66

tower to obtain the optimal AUC and adjusted the padding by
Eq. (1). The input dimensions for the proposed approach are
128, 64, and 32 in the linear tower. The proposed approach was
trained with a batch size of 1,000 samples over five epochs.

A. Comparative Evaluation of State-of-the-Art Models

This subsection compares the performance of the sug-
gested model with the most advanced model, AITM. The
performance of the proposed model was evaluated against the
AITM model using two public datasets, Ali-CCP and Taobao,
using evaluation metrics such as AUC, accuracy, recall, and
specificity. ROC curves are presented to visually represent
the performance of the models. Fig. 6 shows the ROC curve
for the AITM model in the public dataset of the Taobao
recommendation. Similarly, the ROC curves for the proposed
model are shown in Fig. 7 for the Ali CCP public dataset
and Fig. 8 for the Taobao recommendation public dataset.
These curves highlight the comparative ability of each model
to distinguish between classes.

1) Model performance on Ali CCP dataset: In terms of
model performance on the Ali CCP dataset, the click task
results show that the proposed model achieved an AUC of
0.661, which was better than the AITM model with an AUC
of 0.614, as presented in Table II and Fig. 9. For the conversion
task, the AUC of the proposed model increased further to 0.694
compared to 0.6320 for the AITM model, demonstrating the
improved performance of the proposed model, as presented in
Table III and Fig. 10.

2) Model performance on the taobao dataset: Concerning
the performance of the model in the Taobao dataset, the results
of the click task show that the proposed model obtained an
AUC of 0.682, compared to that of the AITM model, which

Fig. 6. ROC Curve for AITM model on the Taobao recommendation public
dataset.

Fig. 7. ROC Curve for the proposed model on Ali-CCP public dataset.

Fig. 8. ROC Curve for the proposed model on the Taobao recommendation
public dataset.
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TABLE III. EVALUATION METRICS FOR CONVERSION ON ALI-CCP
PUBLIC DATASET FOR DIFFERENT MODELS

Model AUC Accuracy Recall Specificity

AITM Model 0.632 0.62 0.63 0.63

Proposed Model 0.694 0.68 0.69 0.69

TABLE IV. EVALUATION METRICS FOR CLICKS ON THE TAOBAO
RECOMMENDATION PUBLIC DATASET FOR DIFFERENT MODELS

Model AUC Accuracy Recall Specificity

AITM Model 0.616 0.6 0.62 0.62

Proposed Model 0.682 0.65 0.68 0.68

TABLE V. EVALUATION METRICS FOR CONVERSION ON THE TAOBAO
RECOMMENDATION PUBLIC DATASET FOR DIFFERENT MODELS

Model AUC Accuracy Recall Specificity

AITM Model 0.662 0.63 0.66 0.66

Proposed Model 0.725 0.7 0.73 0.73

Fig. 9. Evaluation metrics for click on Ali-CCP public dataset for different
models.

Fig. 10. Evaluation metrics for conversion on Ali-CCP public dataset for
different models.

Fig. 11. Evaluation metrics for clicks on the Taobao recommendation public
dataset for different models.

Fig. 12. Evaluation metrics for conversion on the Taobao recommendation
public dataset for different models.

obtained an AUC of 0.616, as shown in Table IV and Fig.
11. As illustrated in Table V and Fig. 12, the differences were
further noticeable for the conversion task, where the suggested
model received an AUC of 0.725 compared to 0.662 for the
AITM model.

Furthermore, the results suggest that the Taobao dataset
may have slightly different structural properties than the Ali
CCP dataset, resulting in marginally better model performance.
This insight into the impact of the characteristics of the data
set on model performance is valuable for future research.

VI. CONCLUSION

To improve audience targeting in online advertising, this
research proposes a novel multitask model to evaluate se-
quential user behavior online, which could help with audience
targeting. The method presents a unique multitasking model
with several tower architectures specific to the task. For the
click task (the first task), the proposed approach uses 1D
convolutional neural networks without prior knowledge to
improve audience targeting by focusing on those most likely
to click. In the conversion task (the subsequent task), which
utilizes information from the first task, a fully connected tower
is used along with an attention mechanism. The suggested
method outperforms another state-of-the-art multitask model
(AITM) [16] in simulating user behavior with sequential online
dependencies. Future studies may need to investigate more
intricate tower architectures to overcome the restrictions above.
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