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Abstract—The advancement of deep learning models has led 

to the creation of novel techniques for image and video synthesis. 

One such technique is the deepfake, which swaps faces among 

persons and then produces hyper-realistic videos of individuals 

saying or doing things that they never said or done. These 

deepfake videos pose a serious risk to everyone and countries if 

they are exploited for extortion, scamming, political 

disinformation, or identity theft. This work presents a new 

methodology based on a hybrid-optimized model for detecting 

deepfake videos. A Mask Region-based Convolutional Neural 

Network (Mask R-CNN) is employed to detect human faces from 

video frames. Then, the optimal bounding box representing the 

face region per frame is selected, which could help to discover 

many artifacts. An improved Xception-Network is proposed to 

extract informative and deep hierarchical representations of the 

produced face frames. The Bayesian optimization (BO) algorithm 

is employed to search for the optimal hyperparameters' values in 

the extreme gradient boosting (XGBoost) classifier model to 

properly discriminate the deepfake videos from the genuine ones. 

The proposed method is trained and validated on two different 

datasets; CelebDF-FaceForencics++ (c23) and FakeAVCeleb, 

and tested also on various datasets; CelebDF, DeepfakeTIMIT, 

and FakeAVCeleb. The experimental study proves the 

superiority of the proposed method over the state-of-the-art 

methods. The proposed method yielded %97.88 accuracy and 

%97.65 AUROC on the trained CelebDF-FaceForencics++ (c23) 

and tested CelebDF datasets. Additionally, it achieved %98.44   

accuracy and %98.44 AUROC on the trained CelebDF-

FaceForencics++ (c23) and tested DeepfakeTIMIT datasets. 

Moreover, it yielded %99.50 accuracy and %99.21 AUROC on 

the FakeAVCeleb visual dataset. 

Keywords—Bayesian optimization; deepfake detection; 

deepfake videos; Mask R-CNN; Xception network; XGBoost 

I. INTRODUCTION 

The recent developments of autoencoder [1] and 
generative adversarial networks (GANs) [2], [3] have raised 
the generation of realistic images and videos. Deepfake 
techniques can manipulate a human's identity, attributes, or 
expressions and produce high-quality forged still images and 
videos. FaceSwap and DeepFaceLab are now the two most 
often used public open-source software tools for creating 
deepfakes. They are supported by thousands of users who 
contribute to developing and enhancing the software and 
models. Although the technology is used for amusing 
purposes as in movies or smartphone apps, it also has an evil 

side when it is employed to create realistic porn videos, spread 
falsified news, or create fake evidence. 

Deciding the video's authenticity can become a top priority 
when a video pertains to national security concerns. Rapid 
advancements in video creation methods enable low-budget 
opponents to utilize commercial machine learning (ML) tools 
to produce realistic phony content. Therefore, there is a need 
for a deepfake detection methodology that can keep up with 
the development of deepfake creation methods, and properly 
discriminate deepfake videos against genuine ones. 

This research presents a new methodology for detecting 
deepfake videos. It attempts to explore artifacts and visual 
discrepancies within video frames and decides if a certain 
video is authentic or deepfake. The Mask R-CNN has 
achieved effective and accurate performance on several object 
detection and segmentation benchmarks; the Cityscapes 
dataset COCO challenges [4], [5], and the WiderFace dataset.  
It has been demonstrated to be more precise than popular 
detectors; single-shot multi-box detector (SSD) and You Only 
Look Once (YOLO) in COCO [6]. It produces fewer false 
positives compared to YOLO. Additionally, it is more 
accurate in identifying the object and also offers segmentation 
information [7]. Consequently, the Mask R-CNN is suggested 
to be utilized as a detector to extract human faces from frames. 
This is followed by selecting the optimal bounding box 
representing the face area for each frame attempting to find a 
variety of artifacts. The convolutional neural network (CNN) 
is known to learn and extract discriminative local features 
effectively. It has been proven to be efficient in recognizing 
synthesized images and videos. Thus, an improved Xception-
Network is employed to generate a deep useful spatial 
representation of the detected face frames. It assists in 
discriminating between authentic and deepfake videos. A 
single-layer classifier built using CNN's activation function 
may not always be the ideal option for classification. Instead, 
the sophisticated XGBoost model can overcome the single 
classifier's shortcomings in feature classification and provide 
strong predictive performance [8], [9], [10]. The XGBoost is a 
tree-based boosting ensemble method. Its basic goal is to 
iteratively combine several weak classifiers into a stronger and 
more precise classifier [11]. Thus, XGboost is applied here on 
the extracted features from the improved Xception-Network to 
check the authenticity of videos. The majority of ML 
algorithms rely on a variety of hyperparameters. Selecting 
effective hyperparameters; hyperparameter optimization, is 
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crucial in ML since these parameters have a significant impact 
on the model performance. Hence, the BO algorithm is 
utilized to time-efficiently search for good hyperparameters of 
the XGBoost model. This helps to prevent overfitting and 
improves the deepfake detection model performance. The 
contributions of this research can be summarized as follows: 

 The Mask R-CNN is employed to detect human faces 
from video frames. The optimal bounding box to 
represent the facial area per frame is then chosen in an 
attempt to find more artifacts. This assists to enhance 
the effectiveness of determining videos’ authenticity. 

 A hybrid optimized model using an improved 
Xception-Network and XGBoost with the Bayesian 
optimization algorithm is presented. This extracts 
distinctive information from the detected human faces, 
prevents overfitting, provides more precise predictions, 
and helps to distinguish deepfake videos from 
authentic ones. This ensures the maximum 
performance of the detection method. 

 A comparative analysis with state-of-the-art deepfake 
video detection methods is conducted using several 
evaluation measures; accuracy, recall, precision, 
F measure, specificity, sensitivity, and Area Under 
Receiver Operating Characteristic (AUROC) curve 
metric. 

The rest of the paper is structured as follows: Section II 
presents the related works for deepfake video detection 
methods. The proposed method and materials to detect 
deepfake videos are introduced in Section III. The experiment 
results and analysis are presented in Section IV. Section V is 
dedicated to the conclusion and future work. 

II. RELATED WORKS 

Recently, with the development of the internet over the 
world, the transmission of misleading information has 
increased significantly. The online media are seen to be 
tampered with to deceive the public. The progress of advanced 
artificial intelligence models in manipulating digital 
information has made it impossible to differentiate authentic 
media from the falsified with the naked eye. The deepfake 
technique uses deep-learning algorithms to swap faces or 
objects in digital content and videos, which convincingly 
generates realistic fake media. This has prompted the 
development of methods to detect deepfake media [12], [13]. 
Deepfake detection methods can be grouped into four types; 
physiological/physical-based methods [14, 15, 16, 17, 18], 
signal-based methods [10, 19, 20, 21, 22, 23, 24, 25], data-
driven methods [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 
38], or methods that are based on combining both signal and 
data-driven methods [39, 40, 41]. The physiological/ 
physical based detection methods reveal deepfake videos 
depending on the observation that synthesized videos lack 
direct knowledge of humans' physiological characteristics or 
the physics laws of the surroundings. The signal-based 
detection methods explore anomalies at the signal level caused 
by a deepfake generation process. They typically treat videos 
as a series of frames and a synced audio signal if the audio 
clip is available. The data-driven methods employ labelled 

videos; authentic or fake, to train deep learning models that 
can distinguish deepfake videos from authentic ones [42]. 

Gazi et al. [14] proposed a DeepVision algorithm for 
detecting deepfake videos based on analyzing the changes in 
eye blinking patterns. Blinking patterns fluctuate according to 
four factors: human gender, cognitive behavior, age, and time; 
AM, or PM. These factors are extracted per video. The 
Fast HyperFace algorithm is used to detect faces from video 
frames and localize landmarks. The eye-aspect-ratio algorithm 
is employed as an eye tracker to measure the eye blinking 
count, period, and elapsed blink time. The method finds and 
compares pattern information that matches the corresponding 
four factors in the pre-configured database of natural 
movements with the output of measured blinking per video to 
decide whether the blink is genuine or artificial. The four 
extracted factors are employed as search criteria for 
DeepVision's database. Elhassan et al. [17] presented a 
method to detect deepfake videos based on utilizing mouth 
and teeth movements per video frames as biological signal 
features. The dlib library is employed with the face detection 
algorithm to detect faces. The mouth-aspect-ratio technique is 
used to crop the opened mouth region from the detected face 
frames. The openness of the mouth is detected by determining 
12 points representing the upper and lower lips. A CNN with 
six layers is used to extract features from mouth frames and 
then detect the deepfakes. Genuine videos are characterized by 
subtle motion signals that are not precisely replicated by 
different generative models. Consequently, the work in [18] 
leverages motion magnification to concentrate on differences 
in facial sub-muscular motions between genuine and fake 
videos.  It combines traditional and deep motion magnification 
techniques to distinguish between genuine and fake video; as 
well, it also identifies the source generator of fake video based 
on generative artifacts. 

The work in [20] employed two approaches to differentiate 
camera images from Generative Adversarial Network 
(GAN) based images. The first one is an Intensity Noise 
Histograms (INH)-based method using the rg chromaticity 
space. The second one is measuring the frequency of 
over exposed and under-saturated pixels as features in each 
image. Then, these features were fed into a linear Support 
Vector Machine classifier to detect the fake imagery. Zhang et 
al. [21] introduced a fake imagery detection method based on 
Spectrum Domain Features instead of the raw RGB image 
pixels. They employed the 2D Discrete Fourier Transform 
method on each channel of the RGB image to get a frequency 
spectrum image per channel. Then, the logarithm of the 
spectrum is computed and normalized to be fed into the fake 
imagery classifier to detect the artifacts and classify whether 
the image is fake or not. The Resnet-34 model with ImageNet 
is employed for the detection task. In addition, they presented 
AutoGAN, a GAN simulator that synthesizes GAN artifacts in 
the images and helps to train the classifier without requiring 
fake images for training or needing access to a pre-trained 
GAN model for creating fake images. In [25], a new deepfake 
video detection method was presented. It leveraged temporal 
phase variations across video frames using Complex Steerable 
Pyramid (CSP) decomposition. The output is then passed to a 
trainable spatiotemporal filter to detect motion cues suitable to 
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distinguish deepfakes. After that, the ResNet-18 is employed 
to extract informative features, and the multi-scale temporal 
convolutional network is employed to capture facial temporal 
dynamics. 

The work in [28], introduced a 3D CNN-based deepfake 
detection method. It used the RetinaFace to detect the faces 
from videos. It extracted the motion features from the adjacent 
video frames using the 3D CNN. The 3D CNN was composed 
of 3D residual blocks. It proved their efficiency in capturing 
spatial and temporal information. Agnihotri [29] employed the 
dlib to align and resize the face images. Then, three pre-
trained CNNs were utilized for feature extraction; 
InceptionV3, EfficientNetB4, and InceptionResNetV2. This 
was followed by the Long Short-Term Memory (LSTM) 
network to classify fake and genuine images. Javed et al. [37] 
proposed to combine eye movement analysis with two deep 
learning models, MesoNet4 and ResNet101, to detect subtle 
and complex manipulations in deepfake videos. In [38], two 
deep-learning models, InceptionV3 and InceptionResNetV2, 
with the multilayer perceptron classifier, were presented to 
discern the authentic content from the deepfake one. 

The work in [39], proposed to exploit the environmental 
artifacts to detect the deepfake videos via using texture 
feature-based method; local binary patterns. In addition, it 
employed the high-resolution network-based method to 
automatically learn the significant multi-resolution features 
from video frames. The features produced from both branches 
were combined and then fed into the capsule network for the 
final decision. Ismail et al. [40], proposed to use the 
Histogram of Oriented Gradient (HOG)-based CNN method to 
target some specific artifacts; visible splicing boundaries, for 
detecting the deepfakes. This discovered the distinction 
between the spatial HOG feature of the real and deepfake 
video frames. Additionally, an ameliorated XceptionNet was 
applied to video frames to automatically capture the 
hierarchical feature representations. The output features of 
both directions were merged to be fed into GRUs sequence 
and fully connected layers to detect the inconsistencies and 
temporal incoherence among the video frames, and then 
distinguish the deepfake videos from the real ones. In [41], 
three layers were introduced. The first layer was the RGB 
features extraction, which was employed to determine the 
potential forgery signs within the spatial video frames. It 
applied XceptionNet with an attention module on the cropped 
face regions resulting from using the dlib library. The second 
layer was the GAN features extraction, which was employed 
to detect forgery fingerprints in the high-frequency domain 
that were left by the GAN process. The final layer was utilized 
for feature extraction from the inner and outer areas of the 
manipulated part within a video frame. 

Most deepfake detection methods suffer from the 
overfitting issue in the training data and lack to generalize 
well across various datasets and manipulation approaches. The 
proposed method aims to overcome these drawbacks. It uses 
the Mask R-CNN as a face detector, which is followed by 
selecting the optimal bounding box representing the facial 
region that could help to find more artifacts. It also presents a 
hybrid-optimized model. This model employs an improved 

Xception-Network to extract distinguished information. 
Additionally, it employs the XGBoost with the Bayesian 
optimization algorithm. The XGBoost is an ensemble model 
that could overcome the limitations of a single classifier. The 
BO can find the optimal hyperparameters of XGBoost which 
helps to avoid overfitting, produce more accurate predictions, 
and effectively distinguish deepfake videos from genuine 
ones. The proposed method is evaluated on two different 
datasets created using various manipulation methods. It 
surpassed previous methods and attained generalization. 

III. METHODS AND MATERIALS  

The suggested deepfake video detection method is 
composed of the following stages: data pre-processing, deep 
feature extraction, and optimization-based classification. The 
three stages are depicted in Fig. 1 and will be described in 
detail hereafter. 

A. Data Pre-Processing Stage 

In this stage, the videos are converted into a sequence of 
frames. Then, the faces are detected and cropped from the 
frames if these frames are not face-centered. This is because 
most faking methods concentrate on creating forgery faces. 
The Mask R-CNN is employed here for face detection. It is a 
general and flexible framework for object instance 
segmentation. It is an improved version of the Faster R-CNN 
[43]. The mask R-CNN is characterized by locating objects 
from images while also producing a top-notch segmentation 
mask per object. It predicts a bounding box, a class label, and 
a mask for each instance in an image [44]. 

The Mask R-CNN is used here as follows. First, various 
levels of feature maps are extracted from the video frames 
using the last convolution layer of the ResNet-50 CNN's 
fourth phase. Next, the Feature Pyramid Network (FPN) [45] 
is utilized to ameliorate the feature extraction process by 
combining various scale features of the frame. The FPN 
consists of two paths: bottom-up, and top-down. The 
bottom up path is the usual CNN that is used for extracting 
four feature map sets. As going ascendingly, the spatial 
resolution declines. The semantic value of layers rises with 
more high-level structures discovered. The top-down path is 
used to build high-resolution layers out of a semantically rich 
layer. The lateral connections are added between these 
reconstructed layers that have more semantic properties and 
the corresponding feature maps to assist the detector in 
precisely predicting the objects' location. They serve as a skip 
connection to simplify training. Thus, the FPN produces 
multi-scale feature maps that have better information, and 
enhances the detection model performance. After that, the 
Region Proposal Lightweight Network (RPLN) employs the 
mechanism of a sliding window to scan these produced feature 
maps to find Regions of Interest (RoI) that contain the target 
object; human face. The sliding window consists of anchors 
that represent its center points. For each anchor, the RPLN 
produces two outcomes; foreground or background class, and 
a refined bounding box that perfectly fits the object. The 
foreground class indicates the box contains the object. To 
avoid overlapping multiple bounding boxes and ignore the 
redundant ones, a non-maximum suppression algorithm that is 
based on the intersection-over-union metric (1) is adopted to 
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retain the bounding box with the highest target confidence 
score. 

𝑖𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 − 𝑜𝑣𝑒𝑟 − 𝑢𝑛𝑖𝑜𝑛 =
𝑎𝑟𝑒𝑎𝑃_𝑅𝑜𝐼∩𝑎𝑟𝑒𝑎𝐺_𝐵𝑏

𝑎𝑟𝑒𝑎𝑃_𝑅𝑜𝐼∪𝑎𝑟𝑒𝑎𝐺_𝐵𝑏
(1) 

where, 𝑎𝑟𝑒𝑎𝑃_𝑅𝑜𝐼  represents the predicted RoI area, 

𝑎𝑟𝑒𝑎𝐺_𝐵𝑏 refers to the ground truth bounding box area, and ∩ 

and ∪ indicate the overlap and union area of the two regions, 
respectively [46]. Thus, the RoI is positive, if the intersection-
over-union metric is larger than 0.5. The region represents a 
negative bounding box if this metric is smaller than 0.5. This 
means the negative region is a background because it does not 
include the target foreground object. Following this, the final 
proposal regions are fed into a deep classifier and a regressor, 
and generate two outcomes. The first outcome is a specific 
object class, and the second one is a more refined bounding 
box that encapsulates the object better. 

In addition, the RoI alignment layer is employed to 
correctly align the extracted feature maps with the input and 
preserve spatial locations. It is proposed in [44] to address the 
misalignment issue that results from using RoI pooling layer 
during the operations of the two-integer quantification in the 
Faster R-CNN. In detection and classification tasks, the RoI 
pooling layer is usually used after the convolutional layers. It 
can generate fixed-length feature map from each region and 
can then be forwarded to the next layers. However, the RoI 
pooling has a drawback. After a number of convolutional 
layers, the regions' position and size might be floating-point 
numbers, and there is a need to split the regions into fixed-size 
features. The RoI pooling rounds down these floating numbers 
into the nearest integer values. There are two rounding-down 

operations. The candidate region's coordinates are quantified 
to an integer. The quantified RoI is then split into k × k bins, 
and each bin is quantified once more. This may cause the 
localization precision to be lost. It generates misalignments 
between the region and the final extracted feature map. These 
misalignments have negative effects on the problem of 
detecting objects.  The RoI alignment layer is another manner 
to obtain a fixed-size feature map from each region, but it 
retains the floating-point numbers in the operation. It 
eliminates all quantifications and uses bilinear interpolation 
resample method to generate accurate values. Thus, in the RoI 
alignment, the candidate region boundary coordinates are not 
rounded to retain the floating numbers. As well as, each RoI is 
split into 𝑘 ×  𝑘 bins, and each bin is also not rounded. The 
bilinear interpolation is utilized to compute 𝑛 sampled fixed 
points in each bin, and then the average or maximum pooling 
operation is performed to obtain alignment results 
representing this bin [47], [48], [49], [50], [51]. 

The bilinear interpolation method consists of two steps [4]. 
In the first step, the linear interpolation is performed in the x-
axis direction as follows, using Formula (2) and (3): 

𝑓(𝑥, 𝑦1) =
𝑥2−𝑥

𝑥2−𝑥1
𝑓(𝑥1, 𝑦1) +

𝑥−𝑥1

𝑥2−𝑥1
𝑓(𝑥2, 𝑦1)  (2) 

𝑓(𝑥, 𝑦2) =
𝑥2−𝑥

𝑥2−𝑥1
𝑓(𝑥1, 𝑦2) +

𝑥−𝑥1

𝑥2−𝑥1
𝑓(𝑥2, 𝑦2)  (3) 

In the second step, the linear interpolation is performed on 
the y-direction as follows, using Formula (4): 

𝑓(𝑥, 𝑦) =
𝑦2−𝑦

𝑦2−𝑦1
𝑓(𝑥, 𝑦1) +

𝑦−𝑦1

𝑦2−𝑦1
𝑓(𝑥, 𝑦2)  (4) 

 

Fig. 1. The proposed deepfake video detection method architecture. 
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where, 𝑓(𝑥1, 𝑦1) , 𝑓(𝑥2, 𝑦1) , (𝑥1, 𝑦2) , and 𝑓(𝑥2, 𝑦2) 
indicate nearby grid points values, 𝑓(𝑥, 𝑦)  represents the 
sampling point value, and 𝑓(𝑥, 𝑦1)  and 𝑓(𝑥, 𝑦2)  refer to the 
values produced from interpolating on the x-direction. Finally, 
the RoI alignment output is fed into fully connected layers for 
the operations of localization and classification. The 
architecture of the Mask R-CNN to detect faces from video 
frames is depicted in Fig. 2. 

The resulting bounding box which localizes the face is 
very tight to the front. Thus, as shown in Fig. 1, the produced 
original bounding box's size is expanded by 7%, 14%, 21%, 
28%, and 35% in proportion to its area to occupy a sizable 
portion of or all the head and neck that could potentially hold 
artifacts. These bounding boxes of different sizes are 
employed to crop and extract the face frames. This tries to find 
the optimal bounding box representing the face area, which 
helps to reveal as many artifacts as possible. 

After the face frames are extracted from videos, they are 
resized to 224 × 224 × 3 and normalized in the range [-1, 1] to 
fit the next stage. The output of this will be the input to the 
coming stage to extract deep video features. 

B. Deep Feature Extraction Stage 

The detected videos' face frames that have the shape (224 
× 224 × 3) are taken as input to the suggested improved 
Xception-Network where 224 refers to height and width 
values and 3 indicates the RGB channels for each frame. The 
architecture of the traditional Xception-Network depends on 
depth-wise separable convolutional layers. These layers not 
only allow for a considerable reduction in the parameters' 
number but also allow for the independent learning of spatial 
and channel correlation. It consists of three main phases. The 
first phase comprises one convolutional block and three 
separable convolutional blocks with skip connections. The 
second one consists of eight separable convolutional blocks 

that have also linear shortcut connections. The final phase 
comprises two separable convolutional blocks; one of them 
with residual connection around it and the other does not 
include it. These linear skip connections seek to stop the 
gradient from vanishing while the network is being trained 
[52]. The traditional Xception achieved good performance for 
facial image forgery detection [53]. 

The architecture of the suggested improved Xception-
Network is shown in Fig. 3. Three convolutional blocks are 
added to the original architecture before the final rectified 
linear unit (relu) that followed the final separable 
convolutional block. These convolutional blocks include 
convolution layers with filters 1536, 1024, and 1536, 
respectively, and kernel of size (3, 3), batch normalization 
layers, and relu activation layers except for the last block. All 
the convolution layers' inputs are padded with a value of 0 to 
maintain the grid size. The convolution layers' filters provide 
feature maps with connections to the local area of the 
preceding layer. Thus, the convolution output is calculated by 
convolving the input (𝑖𝑛𝑝) with the filters as expressed in the 
following Formula (5) [54]: 

𝑥𝑖 = 𝑖𝑛𝑝 ∗ 𝑤𝑖 + 𝑏𝑖 , 𝑖 = 1,2, … , 𝑛  (5) 

where, 𝑛  represents the number of convolution filters, 
and 𝑥𝑖 indicates the feature map output corresponding to the 

𝑖𝑡ℎ  filter. The 𝑤𝑖  denotes the learnable parameters of the 𝑖𝑡ℎ 

convolution filter, and 𝑏𝑖  represents the 𝑖𝑡ℎ  bias. The 
convolution layers provide effective spatial hierarchal 
representations of the input. The batch normalization 
normalizes the input via the entire batch by subtracting its 
mean and dividing by its standard deviation. Then, these 
normalized values (𝑥�̂�)  are scaled and shifted per channel 
using the following Formula (6) [54]: 

𝑦𝑖 = 𝛾𝑥�̂� + 𝛽  (6) 

 

Fig. 2. The Mask R-CNN architecture for face detection. 

 

Fig. 3. The architecture of the suggested improved Xception-Network.
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where, 𝑦𝑖  represents the output value, and 
𝛾 and  𝛽 represent the scale and offset factors that can be 
learned during the training. The batch normalization speeds up 
the training, assists in minimizing the diminishing gradient 
problem, and improves the model generalization. The relu 
activation function (𝑓)  outputs a zero value for negative 
features to boost the network's nonlinear properties. It is 
defined as follows, using Formula (7): 

𝑓 = maximum (0, 𝑦)  (7) 

where, 𝑦 denotes the relu’s input value. It helps to speed 
up training and causes sparsity in the hidden units by 
squeezing values between zero and maximum [55]. 
Additionally, a dropout layer is added between the relu that 
followed the final separable convolutional block and the 
global average pooling layer to drop out randomly selected 
nodes with a probability of 20% per weight update. It has been 
adopted to diminish the effect of overfitting. After that, a fully 
connected layer with 1024 neurons and relu activation 
function is added. It is defined as follows, using Formula (8): 

𝑦𝑖  =  𝑓 ( 𝑤1𝑥1 +  ⋯ +  𝑤𝑘𝑥𝑘  )   (8) 

where,  𝑥𝑘  denotes the 𝑘𝑡ℎ  input to the fully connected 

layer, and 𝑦𝑖  represents the 𝑖𝑡ℎ  output from this layer. The 

𝑓 (. ) indicates the relu activation function, and 𝑤∗ represents 
learnable weights in the network. The fully connected layer 
provides learning capabilities from all features' combinations 
of the preceding layer. 

By applying the proposed improved Xception-Network on 
face frames, the output per frame is 1024 features constituting 
a vector representation. The proposed improvements on the 
Xception-network assists to produce a more valuable spatial 
hierarchical representation of face frames. This enhances the 
effectiveness of the deepfake detection method in real settings.  

C. Optimization-Based Classification 

After the improved Xception-network effectively extracted 
valuable spatial features per video, the XGBoost model 
optimized by the BO algorithm is adopted to distinguish the 
deepfake videos from the genuine ones. This contributes to 
overcoming the limitation of a single-layer classifier, 
preventing overfitting, and ameliorating the overall deepfake 
detection model’s performance. 

The XGBoost is employed for classification and regression 
tasks. It is based on the gradient-boosting approach. The input 
to the XGBoost can be expressed using Formula (9): 

𝑆 = {(𝑥𝑖 , 𝑦𝑖)}, 𝑖 = 1,2, … , 𝑛   (9) 

where, 𝑥𝑖  represents the 𝑖𝑡ℎ  sample’s features, 𝑦𝑖  denotes 
the truth label, and 𝑛 represents the samples’ number. 

The XGBoost model continuously adds a decision tree to 
learn a new function each time; 𝑓(𝑥), to fit the residual of the 
prior tree. After the model is trained, 𝑀  trees are produced 
where the leaf node of each tree corresponds to a prediction 
score. The sample's final predicted value can be obtained by 
adding these scores corresponding to every tree. This can be 
defined as follows, using Formula (10): 

𝑦�̂� = ∑ 𝑓𝑚(𝑥𝑖), 𝑓𝑚 ∈ 𝐹 = {𝑓(𝑥) = 𝑤} 𝑀
𝑚=1   (10) 

where,  F represents the set space of all trees, and  𝑦�̂� refers 
to the predicted value. The 𝑓(𝑥) refers to a single tree, and the 
𝑤  denotes the leaf nodes’ weight score per tree. Since the 
XGBoost aims to learn these 𝑀 trees, the following objective 
function should be minimized, using Formula (11): 

𝐹(𝑦) = ∑ 𝑙(𝑦𝑖 , 𝑦�̂�)
𝑛
𝑖=1 + ∑ Ω𝑀

𝑚=1 (𝑓𝑚) (11) 

where, 𝑙(𝑦𝑖 , 𝑦�̂�)  represents the training loss function that 
measures the difference between the estimated and target 
scores. The Ω (𝑓𝑚) denotes the penalty term which can help 
prevent overfitting, and it is expressed as follows, using 
Formula (12): 

Ω (𝑓𝑚) = 𝛾𝐾 + 0.5𝜆 ∑ 𝑤𝑗
2𝐾

𝑗=1   (12) 

where, 𝐾 represents the leaves’ number, and 𝛾 refers to a 
hyper-parameter employed to control the model’s complexity 
by controlling the leaves’ number. The 𝑤 denotes the leaves’ 
weight score, and 𝜆 is used to make sure the leaves’ score is 
not excessively high.  

Since a new decision tree is iteratively added during the 
training, the XGBoost model at each iteration step (𝑡) updates 
the objective function as follows, using Formula (13): 

𝐹(𝑦)(𝑡) = ∑ 𝑙(𝑦𝑖 , 𝑦�̂�
(𝑡−1)𝑛

𝑖=1 + 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)(13) 

This objective function is minimized by applying the 
Taylor method. The first three terms of the Taylor expansion 
are taken by the XGBoost, and the extremely small high-order 
terms are ignored. Thus, the objective function is transformed 
into the following, using Formula (14): 

𝐹(𝑦)(𝑡) ≈ ∑ [𝑙(𝑦𝑖 , 𝑦�̂�
(𝑡−1)

)𝑛
𝑖=1 + 𝑔𝑖𝑓𝑡(𝑥𝑖) + 0.5ℎ𝑖𝑓𝑡

2(𝑥𝑖)] +
Ω(𝑓𝑡) (14) 

where, 𝑔𝑖  represents the first derivative of the objective 
loss function and ℎ𝑖  denotes its second derivative. These 

derivatives help to fit the residual error. Since the 𝑙(𝑦𝑖 , 𝑦�̂�
(𝑡−1)

) 
term has no impact on the objective function’s optimization, it 
is eliminated. Thus, the objective function is rewritten as 
follows, using Formula (15): 

�̃�(𝑦)(𝑡) ≈ ∑[𝑔𝑖𝑓𝑡(𝑥𝑖) + 0.5ℎ𝑖𝑓𝑡
2(𝑥𝑖)] + 𝛾𝐾 + 0.5𝜆 ∑ 𝑤𝑗

2

𝐾

𝑗=1

𝑛

𝑖=1

 

= ∑[(∑ 𝑔𝑖)𝑤𝑗

𝑖∈𝐼𝑗

+ 0.5(∑ ℎ𝑖

𝑖∈𝐼𝑗

+ 𝜆)𝑤𝑗
2]

𝐾

𝑗=1

+ 𝛾𝐾 

∑ [𝐺𝑗𝑤𝑗 +𝐾
𝑗=1 0.5(𝐻𝑗 + 𝜆)𝑤𝑗

2] + 𝛾𝐾 (15) 

where, 𝐼𝑗 = {𝑖}  represents the data points indices set 

assigned to the 𝑗𝑡ℎ leaf node. The tree model iteration process 
can be considered as the leaf nodes iteration. The score of the 
optimal leaf node can be computed as follows, using Formula 
(16): 

𝑤𝑗 = −
𝐺𝑗

𝐻𝑗+𝜆
 (16) 
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Finally, the objective loss function can be calculated as 
follows, using Formula (17): 

�̃�(𝑦) = −0.5 ∑
𝐺𝑗

2

𝐻𝑗+𝜆
+ 𝛾𝐾𝐾

𝑗=1  (17) 

One of the most important concepts in machine learning is 
a parameter, and in the training, the model attempts to 
discover the appropriate parameters that help to obtain better 
performance. Hyperparameters are examples of such 
parameters. A hyperparameter controls the model's complexity 
or its learnability. Since having appropriate hyperparameters 
ameliorate the learning models' performance, optimizing them 
is significant. 

Traditionally, hyperparameters optimization mainly 
depends on a trial-and-error manner and practical experience. 
Recently, optimization algorithms are employed to find 
satisfactory optimal hyperparameters. Random search, and 
grid search are popular examples of such optimization 
algorithms. The random search algorithm is slightly faster 
compared to the grid search algorithm, but it does not produce 
optimal results after optimizing the hyperparameters. The grid 
search optimization algorithm is very slow. On the other hand, 
Bayesian optimization [56], is a probabilistic-based 
optimization algorithm that globally seeks to maximize or 

minimize the objective function;  𝑓(𝑥) 𝑥𝜖𝐻
max|𝑚𝑖𝑛

 where, 𝐻 

represents the search space. It is flexible and powerful due to 
its probabilistic model [57, 58, 59, 60, 61, 62]. Therefore, the 
BO algorithm is employed here to search for the optimal 
hyperparameters' values of the XGBoost model. These values 
minimize the objective loss function of the XGBoost and 
improve the overall performance of the proposed method. 

First, hyperparameter space; 𝐻, is defined by exploring the 
range of input values specified for each hyperparameter. The 
hyperparameter values could be continuous, categorical, or 
integers. The BO algorithm builds a probabilistic model of the 
objective function, utilizes this model to choose the next 
sample point to acquire, and updates the model based on this 
new sample point and its true objective function assessment 
[63]. It mainly consists of three steps: probabilistic model, 
acquisition function, and update process. 

The probabilistic model; 𝑝(𝑓(𝑥)) , can be defined as a 
distribution over the objective function for approximation. It 
gives an estimation of the objective function. Here, the 
probabilistic model is the Gaussian Process (GP) due to its 
analytic tractability and descriptive power [64, 65]. A GP is 
formally defined as a group of random variables where, each 
finite subset follows a multivariate normal distribution. Thus, 
the distribution over 𝑓(𝑥)  in the GP is defined as follows, 
using Formula (18): 

𝑓(𝑥)~𝑁(𝜇(𝑥), c(𝑥) = 𝑘(𝑥𝑛 , 𝑥𝑚))  (18) 

where, the function 𝜇(𝑥)  represents the mean and 𝑐 =
𝑘(𝑥𝑛 , 𝑥𝑚)  represents the covariance. The 𝑘  denotes the 
positive-definite kernel that specifies how points in the input 
space are correlated. Here, the Matern kernel [66, 67] is 
employed. The covariance function controls how observations 
affect the prediction. 

The acquisition function is a metric that determines which 
hyperparameter value can cause the function to return the 
optimal value. It is employed to measure the evaluation 
effectiveness at any 𝑥 . The acquisition function can be 
considered a guide to searching for the optimum. Its role is a 
trade-off between exploration and exploitation. The GP 
model's mean indicates the exploitation of the model's 
knowledge. The GP model's uncertainty indicates exploration 
due to the model doesn't have enough observations. Thus, the 
acquisition function uses the mean and the standard deviation 
of the function 𝑓(𝑥)  at every 𝑥  to calculate a value that 
represents how desirable it is to sample again at this location. 
The Upper Confidence Bound (UCB) is one such simple 
acquisition function that aims to weigh the importance 
between the mean and the uncertainty of the GP [68]. Its 
formula is defined as follows, using Formula (19) [69]: 

UCB = μ(x) + 𝛽 𝜎(𝑥)  (19) 

where, 𝛽 >0 is the learning rate hyperparameter that 
manages the preference between exploitation and exploration. 

D. Dataset 

The proposed method has been trained and validated on 
two datasets: CelebDF-FaceForencics++ (c23) [10],  [ 26], [40] 
and FakeAVCeleb [70], while it has been tested on CelebDF, 
DeepfakeTIMIT [71], and FakeAVCeleb. The CelebDF-
FaceForencics++ (c23) dataset was created based on 
combining two popular datasets: the CelebDF and the 
FaceForencics++ (c23). 2848 genuine and deepfake visual 
videos of the CelebDF-FaceForencics++ (c23) are used to 
train and validate the proposed method. 518 genuine and fake 
visual videos of the CelebDF are used to test the proposed 
method. This mimics real-world situations due to CelebDF has 
high-quality visual deepfake videos that closely match those 
shared online. In addition, to confirm the robustness of the 
proposed method, 640 genuine and high-quality fake videos of 
the DeepfakeTIMIT dataset are also used to test the proposed 
method. Its fake videos are created using GAN-based 
face swapping techniques. Moreover, 1215 genuine and 
deepfake visual videos of the FakeAVCeleb are used to train, 
validate, and test the proposed method. Its genuine videos are 
varied in gender, age, and ethnic groups, and its fake videos 
are generated using different manipulation methods. This 
makes this dataset more realistic. All these datasets help to 
ameliorate the generalization of the proposed method in real 
scenarios. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The proposed method to detect deepfake visual videos is 
trained and validated using CelebDF-FaceForencics++ (c23), 
and FakeAVCeleb datasets. It is tested using CelebDF, 
DeepfakeTIMIT, and FakeAVCeleb datasets. Evaluation 
metrics [72], [73]: accuracy, recall, precision, F-measure, 
specificity, sensitivity, and AUROC curve metric, are 
employed to assess the proposed method’s performance. The 
following experiments are conducted: 

Experiment 1: In this experiment, the proposed method is 
applied to the CelebDF-FaceForencics++ (c23) visual videos 
dataset. Since the frames of this dataset are not face-centered, 
the Mask R-CNN is used here for face detection. Different 
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scales of bounding boxes representing faces are produced. 
Then, the proposed method’s performance is evaluated per 
scale and the best result is recorded in Table II. It confirmed 
that expanding the original tight bounding box representing 
the face by 28% in proportion to its area to occupy a large 
portion of the head and neck helps to reveal more artifacts and 
improves performance. 

The XGBoost model contains the following 
hyperparameters: n_estimators, max_depth, learning_rate, and 
reg_alpha. The n_estimators hyperparameter represents the 
number of the model's iterations which expresses the number 
of decision trees that will be generated. The max_depth 
represents the maximum depth of the decision tree. This 
constrains the maximum number of children that each tree's 
branch can have. The learning_rate represents the amount by 
which the weights are changed each time a tree is constructed.  
It manages the weighting of newly added trees to the model 
and prevents overfitting. The reg_alpha represents the L1 
regularization term on weights. These hyperparameters 
constitute the search space that is used by Bayesian 
optimization to search for the optimal hyperparameters' values 
of the XGBoost. The range value adopted for each 
hyperparameter is shown in Table I. 

TABLE I RANGE VALUES FOR THE XGBOOST HYPERPARAMETERS 

DURING BAYESIAN OPTIMIZATION 

HYPERPARAMETER Range 

n_estimators (10, 300) 

max_depth (5, 35) 

learning_rate (0, 1.0) 

reg_alpha (0, 1) 

The validation AUROC score is utilized here during the 
Bayesian optimizer as the objective to be maximized. The 
number of model iteration times; n_iter, is selected as 70. This 
number refers to the number of hyperparameter combinations 
that are drawn from the search space. The result of each 
iteration on the CelebDF-FaceForencics++ (c23) dataset is 
recorded in Table II. The optimal set of hyperparameters is 
obtained at the forty-sixth iteration. Its value is: 
0.023807687602778738 for learning_rate, 

6.919040104018402 for max_depth, 299.5191634881166 for 
n_estimators, and 0.9287421690707279 for reg_alpha. 

Finally, the XGBoost model is trained with these obtained 
optimal hyperparameters’ values on the deep extracted 
features of the CelebDF-FaceForencics++ (c23) to minimize 
the objective loss function. The proposed method performance 
is evaluated on the CelebDF and DeepfakeTIMIT testing sets, 
and recorded in Table III. It achieves %97.88 accuracy, 
%97.68 recall, %99.12 precision, %98.39 F-measure, %98.27 
specificity, %97.68 sensitivity, and %97.65 AUROC on the 
CelebDF test set. It yields %98.44 accuracy, %98.12 recall, 
%98.74 precision, %98.43 F-measure, %98.75 specificity, 
%98.12 sensitivity, and %98.44 AUROC on the 
DeepfakeTIMIT test dataset. 

Experiment 2: In this experiment, the proposed method is 
applied to the FakeAVCeleb visual videos dataset. Its frames 
are face-centred and cropped. The number of model iteration 
times; n_iter, is selected as 10. The result of each iteration on 
the FakeAVCeleb dataset is recorded in Table IV. The optimal 
set of hyperparameters is obtained at the fourth iteration. Its 
value is: 0.25030643979197587 for learning_rate, 
5.004759697203255 for max_depth, 151.11064359914357 for 
n_estimators, and 0.12147201179549794 for reg_alpha. The 
XGBoost model is then trained with these final optimal 
hyperparameters’ values on the extracted features of the 
FakeAVCeleb visual videos dataset. The proposed method 
performance is evaluated on the FakeAVCeleb test set and 
recorded in Table V. It yields %99.50 accuracy, %100 recall, 
%98.97 precision, %99.48 F-measure, %99.06 specificity, 
%100 sensitivity, and %99.21 AUROC. 

The confusion matrix visualization of the proposed method 
on CelebDF-FaceForencics++ (c23) training set with CelebDF 
and DeepfakeTIMIT testing sets, and FakeAVCeleb visual 
videos datasets is shown in Fig. 4. The ROC curve and the 
AUROC curve metric of the proposed method on CelebDF-
FaceForencics++ (c23) training set with CelebDF and 
DeepfakeTIMIT testing sets, and FakeAVCeleb datasets are 
seen in Fig. 5. The ROC curve is very close to the upper left 
corner confirming the maximum performance of the proposed 
method. In addition, the high value of the AUROC curve 
metric also indicates better model performance. 

TABLE II THE AUROC VALIDATION SCORE FOR EACH HYPERPARAMETER COMBINATION ON THE CELEBDF-FACEFORENCICS++ (C23) DATASET 

ITERATION learning_rate max_depth n_estimators reg_alpha AUROC score 

1 0.4085    24.05 160.5     0.3467  0.9708    

2 0.2247    21.98       220.9 0.6408     0.9735    

3         0.9311  29.74   23.34    0.8362   0.9687   

4         0.1335   34.4 11.02 0.9807    0.9587    

5 0.09204 34.81     227.9  0.5098 0.9706    

6  0.5368 5.32 11.9  0.9079 0.9675 

7  0.9837 33.53     240.2 0.09379   0.9675 

8        0.1178    5.799 83.88 0.9184    0.9712 

9 0.1696 5.077 182.3 0.8891 0.9714 

10 0.01696 34.84 85.08 0.8856 0.9716 

11 0.1569 33.13 190.3 0.9958  0.9716 

12 0.03718 5.464 248.7 0.9449 0.9702 

13 0.01949 15.39 49.39 0.1021 0.9593 

14 0.6047 11.07 106.3 0.1091 0.9693 

15 0.1576 5.25 297.3 0.1108 0.9696 
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16 0.2196 5.658 164.4 0.9158 0.9741 

17 0.01259 5.12 233.7 0.6258 0.9768 

18 0.599 8.632 231.4 0.4695 0.9696 

19 0.03539 5.213 84.0 0.7726 0.9744 

20 0.2311    5.181     238.0     0.4045 0.9721    

21 0.001677 34.75 57.33 0.1706    0.9423    

22 0.07261   34.78     144.2     0.4977 0.9711    

23 0.05849   32.9      279.4     0.9094 0.9752    

24 0.000612 5.583     209.8     0.8951 0.942     

25 0.9515    34.84     248.8     0.6843 0.9669    

26 0.9829    19.12     28.74     0.8571 0.9689    

27 0.886     32.38     275.3     0.9044 0.9683    

28 0.6127    5.323     184.3     0.2443 0.9695    

29 0.9562 5.484     138.5     0.6459 0.9669    

30 0.836     5.308     31.64     0.05296 0.9667    

31 0.1133    15.74     294.1     0.9701 0.9708    

32 0.9233    22.01     154.3     0.9929 0.9685 

33 0.9996    34.8      124.9     0.8693 0.9685    

34 0.9612    34.91     157.2     0.92 0.9688    

35 0.08564   21.82     10.02     0.01642 0.9477    

36 0.6485    34.81     29.24     0.06077 0.9692    

37 0.9735    21.55     79.4      0.7765 0.9672    

38 0.8287    6.332     286.3     0.8931 0.9698    

39 0.1454 8.875     235.9     0.2883 0.9713    

40 0.2336    21.64     242.7     0.9865 0.9739    

41 0.8836    5.425     70.31     0.0631 0.9672    

42 0.02863   34.14     86.71     0.9099 0.9731    

43 0.3259    12.69     191.3     0.9835    0.9722    

44 0.009779 20.77     92.33     0.8829 0.9637    

45 0.04701   20.91     271.4     0.9828 0.9708    

46 0.02381   6.919     299.5     0.9287 0.9791    

47 0.01089   5.964     24.25     0.9974 0.3992    

48 0.939     16.1      46.05     0.03474 0.9671    

49 0.9566    6.149     92.66     0.9749  0.9687    

50 0.8834    5.04      43.08     0.785 0.9684    

51 0.9345    33.79     19.72     0.1153 0.9671    

52 0.5599    34.34     209.2     0.9586 0.9707    

53 0.04613   5.274     150.2     0.9913 0.9767   

TABLE III THE PERFORMANCE OF THE PROPOSED METHOD WHEN TRAINED ON THE CELEBDF-FACEFORENCICS++ (C23) SET AND EVALUATED ON THE 

CELEBDF TEST SET AND DEEPFAKETIMIT TESTING SETS 

DATASET ACCURACY Recall Precision F-measure Specificity Sensitivity AUROC 

CELEBDF %97.88 %97.68 %99.12 %98.39 %98.27 %97.68 %97.65 

DeepfakeTIMIT %98.44 %98.12 %98.74 %98.43 %98.75 %98.12 %98.44 

TABLE IV THE AUROC VALIDATION SCORE FOR EACH HYPERPARAMETER COMBINATION ON THE FAKEAVCELEB VISUAL VIDEOS DATASET 

ITERATION learning_rate max_depth n_estimators reg_alpha AUROC score 

1 0.3751    24.21     285.5     0.07568   0.9874 

2 0.7769    29.98     25.89     0.8177    0.9892  

3         0.8854    26.67     10.74     0.9812    0.9835  

4         0.2503    5.005     151.1     0.1215    0.9925 

5 0.5979    34.99     181.7     0.749     0.988 

6  0.7081    8.501     154.2     0.7557    0.9884 

7  0.7139    5.133     146.5     0.08625   0.9823 

8        0.3834    5.028     244.0     0.1609    0.9877 

9 0.1924    5.96      299.9     0.5826    0.986 

10 0.1453    5.599     34.12     0.07629   0.9871 

11 0.1671    5.015     195.4     0.7694    0.9868 

12 0.663     25.8      23.12     0.03216   0.989  

13 0.1033    34.5      88.01     0.418    0.991 
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TABLE V THE PERFORMANCE OF THE PROPOSED METHOD WHEN TRAINED ON THE FAKEAVCELEB VISUAL VIDEOS DATASET 

ACCURACY Recall Precision F-measure Specificity Sensitivity AUROC 

%99.50 %100 %98.97 %99.48 %99.06 %100 %99.21 

       

 

Fig. 4. The confusion matrix visualization of the proposed method on CelebDF-FaceForencics++ (c23) training set with CelebDF and DeepfakeTIMIT testing 

sets, and FakeAVCeleb visual videos dataset. 

Fig. 6 compares the proposed deepfake video detection 
method with current state-of-the-art methods [10], [26], [53], 
[70], [74] using evaluation metrics on CelebDF-
FaceForencics++ (c23) and FakeAVCeleb visual video 
datasets. As can be seen in Fig. 6, the proposed method has 
achieved higher performance as compared to the current 
methods. The experiments are performed on an OMEN HP 
laptop running Windows 11, an Intel (R) Core (TM) i7-9750H 
processor, and a 6-gigabyte RTX 2060 GPU. Python 
programming language is used to implement the proposed 
method. The implementation makes use of Python modules 
including keras, sklearn, openCV, matplotlib, os, random, 
tensorflow, numpy, xgboost and bayes_opt. 

It can be concluded that employing the Mask R-CNN and 
selecting the optimal bounding box for face detection from 
video frames helped to reveal more artifacts. This improved 
the overall performance of the proposed deepfake video 
detection method. Additionally, a meaningful spatial 
representation of the detected faces was produced using the 
proposed improved version of the Xception-Network. This 
played an important role in differentiating between genuine 
and deepfake videos. Furthermore, using XGBoost with the 
BO algorithm on top of extracted representation produced 
optimal hyperparameters that prevent overfitting and 
improved the deepfake detection method performance by 
producing more precise predictions. 

 

Fig. 5. The ROC curve and the AUROC curve metric of the proposed method on CelebDF-FaceForencics++ (c23) training set with CelebDF and 

DeepfakeTIMIT testing sets, and FakeAVCeleb visual videos dataset. 
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Fig. 6. The evaluation metrics of the proposed method for deepfake video detection compared to current state-of-the-art methods. 

V. CONCLUSION AND FUTURE WORK 

A new methodology for detecting deepfake videos has 
been introduced. It seeks to discover artifacts and visual 
discrepancies from video and then determine its authenticity. 
The Mask R-CNN is utilized to detect human faces from video 
frames. The optimal bounding box representing the facial area 
per frame is then chosen to find more artifacts which assists in 
ameliorating the method performance. An improved version of 
the Xception-Network is employed to produce an instructive 
spatial representation of face frames. It helps to distinguish 
between genuine and fake videos. The XGBoost with the 
Bayesian Optimization (BO) algorithm is applied to the 
extracted representation to decide video authenticity. The BO 
algorithm produced optimal hyperparameters of the XGBoost 
which assists in preventing overfitting. This provides more 
accurate predictions and ameliorates the overall performance 
of the proposed deepfake video detection method. CelebDF-
FaceForencics++ (c23) and FakeAVCeleb visual videos 
datasets have been employed to train and validate the 
proposed method. CelebDF, DeepfakeTIMIT, and 
FakeAVCeleb datasets have been employed to test the 
proposed method. The proposed method achieved %97.88 
accuracy, %97.68 recall, %99.12 precision, %98.27 F-
measure, %98.27 specificity, %97.68 sensitivity, and %97.65 
AUROC on the trained CelebDF-FaceForencics++ (c23) and 
tested CelebDF datasets. Additionally, it yielded %98.44 
accuracy, %98.12 recall, %98.74 precision, %98.43 F-
measure, %98.75 specificity, %98.12 sensitivity, and %98.44 
AUROC on the trained CelebDF-FaceForencics++ (c23) and 
tested DeepfakeTIMIT datasets. Moreover, it yielded %99.50 
accuracy, %100 recall, %98.97 precision, %99.48 F-measure, 
%99.06 specificity, %100 sensitivity, and %99.21 AUROC on 
the FakeAVCeleb visual dataset. As a result, the proposed 
method effectively outperformed the current state-of-the-art 
methods. 

As the volume of fake content is continuously growing, 
there is a need to keep up by ameliorating the current deepfake 
detection methods to be able to detect the fakes produced by 
various manipulation methods. This could be accomplished 
using various augmentation techniques, other optimization 
algorithms, and more developed architectures. Additionally, 
there is a need to create a huge video dataset that resembles 

those circulating Online in an attempt to improve the 
generalization ability of the detection methods. 
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