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Abstract—The rapid proliferation of Internet of Things (IoT) 

devices has significantly increased the risk of cyberattacks, 

particularly botnet intrusions, which pose serious security threats 

to IoT networks. Machine learning-based Intrusion Detection 

Systems (IDS) have emerged as effective solutions for detecting 

such attacks. This study presents a comparative analysis of three 

widely used machine learning classifiers—Support Vector 

Machine (SVM), Naïve Bayes (NB), and Logistic Regression 

(LR)—to assess their performance in detecting IoT botnet attacks. 

The experiment uses the BoTNeTIoT-L01 dataset, applying 

preprocessing techniques such as data cleaning, normalization, 

and feature selection to enhance model accuracy. The models are 

trained and evaluated based on standard performance metrics, 

including accuracy, precision, recall, F1-score, and AUC-ROC. 

The results indicate that SVM outperforms the other classifiers in 

terms of detection accuracy and robustness, particularly in 

detecting malware based on PE files. These findings offer valuable 

insights into selecting suitable machine learning models for 

securing IoT environments. Future work will further explore 

integrating advanced feature selection techniques and deep 

learning models to improve detection performance. 
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I. INTRODUCTION 

The rise of the Internet of Things (IoT) has revolutionized 
various industries by enabling seamless connectivity and 
automation. However, the rapid expansion of IoT networks has 
also introduced significant security challenges, particularly the 
increasing prevalence of botnet attacks. These attacks 
compromise vulnerable IoT devices, integrating them into a 
network of malicious bots that can be used for large-scale cyber 
threats such as Distributed Denial of Service (DDoS) attacks, 
data exfiltration, and unauthorized access. Traditional security 
mechanisms, such as signature-based intrusion detection 
systems (IDS) and firewalls, often fail to detect sophisticated 
and evolving IoT botnets due to their dynamic nature and high 
traffic volume [1], [2]. As a result, machine learning (ML)-based 
approaches have emerged as a promising solution for enhancing 
IoT security by identifying malicious patterns in network traffic. 
Despite the effectiveness of ML models, there is a need for a 
comprehensive comparison of their performance in detecting 
IoT botnet attacks [3], [4]. This study addresses this gap by 
analyzing and comparing three widely used ML classifiers—
Support Vector Machine (SVM), Naïve Bayes (NB), and 
Logistic Regression (LR)—to determine their effectiveness in 
securing IoT environments. 

Despite the growing adoption of machine learning 
techniques in IoT security, there remains a lack of recent 
comparative studies evaluating the performance of different 
classification algorithms in detecting IoT botnet attacks [5], [6]. 
While several studies have explored the application of SVM, 
NB, and LR individually, limited research has systematically 
compared their effectiveness using standardized evaluation 
metrics on modern IoT botnet datasets. Given the evolving 
nature of cyber threats, it is crucial to reassess the capabilities of 
these algorithms to determine their suitability for real-world IoT 
intrusion detection systems [7]. A thorough comparison can 
provide valuable insights into the strengths and limitations of 
each model, helping researchers and practitioners select the most 
appropriate approach for securing IoT environments [8]. This 
study aims to fill this gap by conducting a comprehensive 
performance analysis of SVM, NB, and LR in detecting IoT 
botnet attacks, considering key evaluation metrics such as 
accuracy, precision, recall, F1-score, and AUC-ROC [9]. 

The primary objective of this study is to analyze and 
compare the performance of three widely used machine learning 
algorithms—SVM, NB, and LR—in detecting IoT botnet 
attacks. To achieve this, the research utilizes a publicly available 
IoT botnet dataset and applies preprocessing techniques such as 
data cleaning, normalization, and feature selection to optimize 
model performance. Each algorithm is trained and tested using 
a standardized evaluation framework, with performance 
assessed based on key metrics, including accuracy, precision, 
recall, F1-score, and AUC-ROC [10], [11]. By conducting a 
systematic comparison, this study aims to identify the most 
effective classification model for IoT botnet detection, highlight 
the strengths and limitations of each approach, and provide 
recommendations for improving intrusion detection systems in 
IoT environments. 

This study makes several key contributions to IoT security 
by conducting an in-depth comparative analysis of machine 
learning models for botnet attack detection. First, it utilizes a 
publicly available or private IoT botnet dataset, ensuring a 
realistic and diverse representation of attack patterns. Second, it 
evaluates the performance of three widely used classifiers—
SVM, NB, and LR—using rigorous experimental settings and 
standardized performance metrics, including accuracy, 
precision, recall, F1-score, and AUC-ROC. Through this 
evaluation, the study provides a clear assessment of each 
model’s strengths and weaknesses in identifying IoT botnet 
attacks. Finally, based on the results, this research offers 
recommendations on the most suitable machine learning model 
for IoT intrusion detection, contributing valuable insights to 
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both researchers and practitioners in enhancing the security of 
IoT environments. 

The rest of this paper is organized as follows: Section II 
reviews related work on IoT botnet detection and machine 
learning-based intrusion detection systems (IDS). Section III 
outlines the research methodology, including dataset selection, 
preprocessing techniques, model training, and evaluation 
metrics. Section IV presents the experimental results and a 
comparative analysis of the three machine learning models. 
Finally, Section V provides the conclusions of this study and 
discusses potential directions for future research. 

II. RELATED WORK 

A. IoT Botnet Attack Detection 

The rapid adoption of IoT devices has led to a significant 
increase in security threats, particularly in botnet attacks that 
exploit vulnerabilities in connected systems. Various 
approaches have been proposed to detect IoT botnet activities, 
including rule-based IDS, anomaly detection techniques, and 
machine learning-based classification methods. Traditional IDS 
typically relies on predefined signatures and heuristics to 
identify malicious traffic; however, they often struggle with 
zero-day attacks and the evolving behaviors of botnets [12]. 
Anomaly detection methods can identify new threats by 
detecting deviations from normal behavior, but they frequently 
suffer from high false positive rates, which can hinder their 
effectiveness in real-world applications [13]. Consequently, 
machine learning (ML) has garnered attention as a promising 
method for enhancing IoT security, given its ability to learn 
patterns from large-scale network traffic data and distinguish 
between normal and malicious activities [14]. 

B. Machine Learning for Intrusion Detection in IoT 

Supervised learning techniques, including SVM, NB, and 
LR, have been widely employed in IoT security applications. 
SVM is particularly noted for its robustness in high-dimensional 
spaces and its capability to handle non-linearly separable data, 
making it suitable for complex IoT environments [15]. NB, 
while computationally efficient, it operates under the 
assumption of feature independence, which may not always hold 
true in real-world network traffic data [16]. LR, a probabilistic 
model, is often utilized for binary classification tasks and offers 
interpretable decision boundaries, which can be advantageous in 
understanding the underlying decision-making process [17]. 
Prior studies have successfully applied these models to IDS, 
demonstrating promising results in identifying network-based 
attacks [18]. However, the comparative performance of these 
classifiers, specifically in the context of IoT botnet detection, 
remains an area that requires further investigation. 

C. Comparative Studies on ML-Based IDS 

Several research works have explored the effectiveness of 
ML classifiers for intrusion detection. For instance, Gu et al. 
evaluated the performance of SVM and NB in detecting network 
anomalies, concluding that SVM achieved higher accuracy but 
required significant computational resources [19]. Similarly, 
Mohammed et al. compared LR with deep learning models for 
malware detection, highlighting the trade-offs between 

interpretability and classification performance [20]. However, 
these studies primarily focused on general cyber security threats 
and did not specifically address IoT botnet attacks. Furthermore, 
variations in datasets, preprocessing techniques, and evaluation 
metrics complicate the generalization of their findings [21]. 

D. Research Gap and Contribution 

The increasing ubiquity of IoT devices has raised significant 
concerns regarding the security of these systems, particularly 
regarding botnet attacks. Despite the growing body of literature 
on ML applications for detecting such attacks, there remains a 
dearth of comprehensive comparative studies systematically 
evaluating the performance of key classifiers, SVM, NB, and 
LR, tailored explicitly for IoT environments using contemporary 
datasets and standardized performance metrics. This presents a 
critical gap in understanding how these algorithms perform 
against each other in the specific context of IoT botnet detection. 

Various studies have investigated different machine learning 
algorithms for intrusion detection within IoT frameworks. For 
instance, Al-Sarem et al., discussed various machine learning 
methods for botnet attack detection, including SVM and Naïve 
Bayes, but did not provide a direct comparative analysis 
between these classifiers within a unified experimental setup [6]. 
Additionally, Noor et al. highlighted that while many classifiers 
achieve high accuracy in other domains, systematic comparisons 
of SVM, NB, and LR in detecting IoT-specific botnet behaviors 
are severely lacking [22]. More directly related, Almomani et al. 
employed these classifiers for denial-of-service attack detection 
in IoT contexts and emphasized the need for rigorous and 
comparative evaluations across different algorithms [23]. 

Research conducted by Padhiar and Patel attempted to 
evaluate multiple machine learning algorithms for botnet 
detection, yet the focus was primarily on the efficacy of their 
proposed method without an in-depth comparative performance 
analysis of SVM, NB, and LR [24]. Furthermore, studies that 
analyze the comparative metrics of machine learning classifiers 
in other contexts indicate that a focused comparative study for 
IoT botnet detection is necessary. For instance, Das et al. 
demonstrated notable variances in accuracy and precision 
among several classifiers, including NB, SVM, and LR, in 
different classification tasks [25]. A similar comparative effort 
focusing on IoT botnet detection would clarify the strengths and 
weaknesses inherent in each algorithm regarding detection 
efficiency and accuracy. 

In summary, the existing literature highlights the prevalence 
of individual algorithm studies but points out a void in 
systematic, comparative research involving SVM, NB, and LR 
in the context of IoT botnet detection. Such a study would not 
only enhance the understanding of which classifier effectively 
identifies botnet traffic but also set a precedent for applying 
standardized metrics to evaluate machine learning techniques 
across different cyber threat domains. This study aims to fill this 
gap by conducting a comprehensive performance analysis of 
these three classifiers using key evaluation metrics such as 
accuracy, precision, recall, F1-score, and AUC-ROC. The 
findings of this research will provide insights into the suitability 
of different ML models for real-world IoT security applications 
and contribute to the development of more robust intrusion 
detection systems. 
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III. RESEARCH METHOD 

A. Dataset 

To evaluate the performance of machine learning models in 
detecting IoT botnet attacks, this study utilizes a publicly 
available IoT botnet dataset. Commonly used datasets for 
network intrusion detection include CTU-13, UNSW-NB15, 
and Bot-IoT, each containing labeled traffic data distinguishing 
between normal and malicious activities. Among these, the Bot-
IoT dataset is particularly relevant, as it provides a 
comprehensive set of network traffic logs, including botnet-
related attacks such as Distributed Denial of Service (DDoS), 
data exfiltration, and reconnaissance activities Meidan et al. [26] 
Injadat et al. [27]. The dataset contains various network features, 
such as packet size, flow duration, source and destination IP 
addresses, and protocol types, which serve as input for the 
classification models [28]. 

B. Data Preprocessing 

The dataset undergoes several preprocessing steps before 
training the machine learning models to enhance classification 
accuracy. First, data cleaning is performed to remove duplicate 
records, missing values, and inconsistencies, ensuring the 
integrity of the dataset [29]. Next, normalization is applied to 
standardize numerical features, ensuring that all attributes are 
within the same scale to prevent bias during training [30]. 
Additionally, feature selection is conducted to retain the most 
relevant attributes while reducing dimensionality, which 
improves computational efficiency. Techniques such as 
correlation-based filtering and Principal Component Analysis 
(PCA) are employed to identify and retain high-impact features 
[31]. The final preprocessed dataset is split into training and 
testing sets for model evaluation. 

C. Machine Learning Models 

This study compares the performance of three widely used 
supervised learning algorithms: SVM, NB, and LR. SVM is a 
robust classifier that constructs an optimal decision boundary by 
maximizing the margin between different classes, making it 
particularly effective for high-dimensional datasets. However, 
its computational complexity may pose challenges when dealing 
with large-scale IoT traffic data [32]. NB, a probabilistic 
classifier based on Bayes’ theorem, assumes feature 
independence and is computationally efficient, making it 
suitable for real-time applications. Despite its speed, the 
accuracy of NB may be affected by the independence 
assumption, which does not always hold in real-world network 
traffic data [33]. LR, a statistical model used for binary 
classification, estimates the probability of an instance belonging 
to a particular class using a sigmoid function. While simple and 
interpretable, its performance may be limited when handling 
complex, nonlinear attack patterns [33]. 

D. Experimental Setup 

The dataset is split into 80% training and 20% testing to 
assess the generalization capabilities of the models. 
Additionally, 10-fold cross-validation is performed during 
training to ensure robust performance assessment and prevent 
overfitting. Each machine learning model undergoes 
hyperparameter tuning to optimize its classification 
performance. For SVM, kernel functions such as linear, radial 

basis function (RBF), and polynomial are tested to determine the 
best decision boundary for separating normal and malicious 
traffic. In the case of Naïve Bayes, both Gaussian and 
Multinomial variants are explored, depending on the nature of 
the feature distributions. For Logistic Regression, L1 and L2 
regularization techniques are applied to prevent overfitting and 
improve model generalization. The models are implemented 
using Python’s scikit-learn library, leveraging optimized 
libraries to enhance computational efficiency [34]. 

E. Evaluation Metrics 

Five key evaluation metrics comprehensively assess model 
performance: accuracy, precision, recall, F1-score, and 
AUC- ROC. Accuracy measures the overall correctness of the 
classification, providing a general assessment of model 
effectiveness. Precision evaluates the proportion of correctly 
predicted positive instances, ensuring that false positives are 
minimized. Recall assesses the model’s ability to correctly 
identify actual botnet attacks, which is critical for intrusion 
detection systems. F1-score, as the harmonic mean of precision 
and recall, provides a balanced measure when there is an uneven 
class distribution. Lastly, AUC-ROC (Area Under the Receiver 
Operating Characteristic Curve) quantifies the classifier’s 
ability to distinguish between botnet and normal traffic across 
different threshold values [35]. By analyzing these metrics, this 
study aims to determine the most effective machine learning 
model for IoT botnet detection, offering insights into their 
suitability for real-world intrusion detection applications. These 
metrics comprehensively assess each model’s strengths and 
weaknesses in detecting IoT botnet attacks. The evaluation 
results will determine the most effective machine learning 
approach for intrusion detection in IoT environments. For more 
details on the research method stages, see Fig. 1. 

 
Fig. 1. Research steps. 
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IV. RESULTS 

A. Experimental Results 

The performance of the three machine learning models- 
SVM, Naïve Bayes (NB), and Logistic Regression (LR)—was 
evaluated using accuracy, precision, recall, F1-score, and 
AUC- ROC metrics. Table I summarizes the comparative 
performance of each model based on the test dataset. 

TABLE I.  THE EXPERIMENTAL RESULTS 

Model Accuracy Precision Recall F1-Score AUC-ROC 

SVM 95.2% 94.8% 96.1% 95.4% 96.7% 

NB 89.6% 88.3% 90.7% 89.5% 91.2% 

LR 91.8% 91.2% 92.1% 91.6% 92.9% 

B. Confusion Matrix 

Confusion matrices were employed to further illustrate the 
classification performance of each model by detailing the 
correctly and incorrectly classified instances. Additionally, 
Receiver Operating Characteristic (ROC) curves were plotted to 
evaluate the trade-off between the true positive rate and false 
positive rate. Among all models, the Support Vector Machine 
(SVM) exhibited the highest Area Under the ROC Curve 
(AUC- ROC), indicating superior capability in distinguishing 
between IoT botnet traffic and normal network activity. 

As a standard evaluation metric, the confusion matrix 
enables a comprehensive assessment by comparing predicted 
class labels against actual ground truth values, thereby 
highlighting classification accuracy and misclassification 
patterns. Fig. 2 presents the confusion matrices of the Naïve 
Bayes (NB), Logistic Regression (LR), and SVM classifiers. 
The SVM achieved the best performance with the lowest 
number of false negatives (FN = 7) and false positives (FP = 17), 
demonstrating high precision in detecting both positive and 
negative classes. The LR model also showed competitive 
performance (FN = 71, FP = 9), offering a balanced trade-off 
between accuracy and computational efficiency. Conversely, the 
NB classifier yielded the highest FN count (208), indicating a 
frequent failure to detect botnet attacks and suggesting limited 
suitability for high-accuracy intrusion detection scenarios. 
Overall, SVM emerges as the most effective classifier when 
maximizing detection accuracy of malicious traffic is a primary 
requirement. 

 
Fig. 2. Comparison of the confusion matrix of NB, LR, and SVM. 

C. Cross Validation 

Cross-validation was conducted to evaluate the models’ 
consistency across different data splits. The average 
performance scores obtained from 10-fold cross-validation are: 

 LR Model: Mean score  = 0.95 (95%) 

 SVM Model: Mean score  = 0.92 (92%) 

 NB Model: Mean score  = 0.79 (79%) 

These results reinforce the robustness and generalizability of 
each model. Fig. 3 illustrates the comparison of mean 
cross- validation scores. 

 
Fig. 3. Cross validation results. 

V. DISCUSSION 

The SVM demonstrated the best overall performance among 
the three evaluated models, achieving the highest accuracy 
(95.2%) and recall (96.1%). These results suggest that SVM is 
highly effective in correctly identifying IoT botnet attacks. Its 
superior performance can be attributed to its ability to handle 
high-dimensional feature spaces and construct optimal decision 
boundaries. However, despite its accuracy, the high 
computational complexity of SVM presents a challenge for 
real- time applications, particularly in resource-constrained IoT 
devices. 

In contrast, LR did not outperform SVM in accuracy but 
exhibited a favorable balance between classification 
performance (91.8% accuracy) and computational efficiency. 
Due to its simple mathematical foundation and lower 
computational requirements, LR is a viable option for real-time 
intrusion detection systems, especially in edge or embedded 
environments where latency and resource limitations are critical 
factors. 

While computationally efficient, NB achieved the lowest 
performance among the three models, with an accuracy of 
89.6% and the highest number of false negatives (208), as 
indicated by the confusion matrix. This performance drawback 
is likely caused by the algorithm’s assumption of conditional 
independence between features, which is often violated in 
complex network traffic patterns. Despite this limitation, NB 
remains suitable for scenarios prioritizing fast inference and 
minimal computational cost over high detection accuracy. 

0
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To ensure robust and unbiased evaluation, all models were 
assessed using k-fold cross-validation, which divides the dataset 
into multiple subsets for iterative training and testing. The 
results from cross-validation revealed that the LR model 
consistently achieved the highest average performance across 
folds, suggesting strong generalization capabilities. Although 
SVM slightly trailed LR in fold-wise averages, it maintained 
high overall accuracy. In contrast, NB showed the most 
significant variability in performance, reaffirming its limited 
suitability for complex classification tasks in IoT security 
contexts. 

These findings underscore the importance of selecting 
machine learning models based on the specific constraints of the 
IoT deployment environment. SVM is recommended for offline 
or centralized processing scenarios where accuracy is the 
primary concern and computational resources are sufficient. 
Conversely, LR and NB are more suitable for real-time detection 
in on-device or edge computing settings, where lightweight and 
low-latency models are essential. 

Given the strengths and limitations of each model, a hybrid 
architecture is worth exploring. Such an approach could employ 
SVM for periodic offline analysis and LR or NB for real-time, 
on-device detection. Furthermore, future work may investigate 
ensemble or hybrid learning strategies to combine the predictive 
power of multiple algorithms, aiming to optimize both accuracy 
and efficiency in intrusion detection systems tailored for IoT 
environments. 

In conclusion, this study provides a comparative analysis of 
classical machine learning algorithms applied to detect IoT 
botnet attacks. The empirical findings offer valuable insights 
into model suitability across different operational contexts, 
thereby contributing to developing scalable, adaptive, and 
effective cybersecurity solutions in the IoT domain. 

VI. CONCLUSION 

This study presented a comparative analysis of SVM, NB, 
and LR in detecting IoT botnet attacks. Based on the 
experimental results, SVM demonstrated the highest accuracy 
(95.2%) and recall (96.1%), making it the most effective model 
for identifying botnet attacks. However, its computational 
complexity limits its feasibility for real-time intrusion detection 
on resource-constrained IoT devices. Logistic Regression 
provided a balanced trade-off between performance and 
efficiency, while Naïve Bayes, though the fastest model, showed 
lower accuracy due to its feature independence assumption. 
These findings suggest that model selection should consider 
detection accuracy and execution speed depending on the 
deployment environment. 

Despite its contributions, this study has certain limitations. 
The performance of the models was evaluated using a single 
dataset, which may not fully capture the diversity of real-world 
IoT botnet attacks. Additionally, hyperparameter tuning was 
limited, and more advanced optimization techniques could 
further improve model performance. Future research could 
explore feature selection methods to enhance classification 
accuracy and reduce computational costs. Furthermore, 
implementing ensemble learning techniques, such as combining 
multiple classifiers, may provide more robust detection 

capabilities. Finally, testing these models on real-time network 
traffic in a dynamic IoT environment would be essential to 
validate their effectiveness against evolving cyber threats. 
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