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Abstract—Childhood obesity is a common and serious public 

health problem that requires early prevention measures. 

Identifying children at risk of obesity is crucial for timely 

interventions that aim to mitigate these adverse health outcomes. 

Machine learning (ML) offers powerful tools to predict obesity 

and related complications using large and diverse data sources. 

The article uses machine learning (ML) techniques to analyze 

children's data, focusing on a newly developed variable, the 

Obesity Risk Level (ORL), which categorizes participants into 

high, medium, and low risk levels. Two primary models were 

utilized: the K-Means algorithm for clustering participants based 

on shared characteristics and XGBoost for predicting the risk level 

and obesity likelihood. The results showed an overall prediction 

precision of 88.04%, with high precision, recall, and F1 scores, 

demonstrating the robustness of the model in identifying obesity 

risks. This approach provides a data-driven framework to 

improve health interventions and prevent childhood obesity, 

providing information that could shape future preventive 

strategies. 
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I. INTRODUCTION 

Childhood obesity is a global health issue that affects 
millions of children and adolescents. According to the World 
Health Organization, the percentage of overweight and obese 
children and adolescents aged 5 to 19 years increased from 4% 
in 1975 to 18% in 2016 [1]. Obesity prevention is an important 
component of public health efforts, and central to the discipline 
of obesity prevention is the identification of children at risk. 
Childhood obesity is an increasingly important issue in 
healthcare, as it can cause many health problems, such as heart 
disease, diabetes, metabolic syndrome, mental issues, and early 
death [2]. Therefore, it is essential to prevent and treat childhood 
obesity. To achieve this, it is necessary to identify which 
children are likely to become or are already obese, as well as 
how they are affected by obesity, including factors such as BMI, 
weight change, obesity complications, and treatment results. 
This information can help plan effective and timely 
interventions that address risk factors and promote healthy 
habits. However, these factors can vary between different 
groups, locations, and time periods, so the results of one study 
cannot be universally applied to another. 

In recent years, many studies have used different ML 
methods to predict childhood obesity and related outcomes, 

using various data sources, characteristics, and targets [3], [7], 
[12], [15], [19]. However, the issue of personalized risk 
prediction has recently become more important. Despite these 
studies, little importance has been given to personalized obesity 
risk assessments. Although these studies predict obesity or 
related outcomes, none of them explicitly focus on predicting an 
individual's personalized risk of developing obesity, which 
could help with more targeted prevention strategies. This gap 
highlights the need for models that go beyond general 
classifications and provide individualized risk assessments. 

To overcome this problem, machine learning (ML) methods 
have become useful tools that can use large and diverse data 
sources to build accurate and reliable prediction models for 
childhood obesity and related outcomes. Recent developments 
in the field of artificial intelligence and machine learning have 
led to renewed interest in using data-driven approaches to 
address these complex health challenges. This study builds on 
previous research on childhood obesity and contributes to a 
growing body of work using ML to predict obesity outcomes. 

The goal of this study is to use ML algorithms to analyze 
children's data and to design an intervention that can help 
children who are at risk of obesity or are already obese to 
improve their health. In this research, an Obesity Risk Level 
(ORL) was proposed to classify participants into three levels: 
high, medium, and low. The goal is to analyze the relationship 
between individual characteristics and obesity, helping to 
identify those at higher risk. To achieve this, two models were 
used: the K-Means algorithm to group participants based on 
shared traits, and XGBoost to predict risk level and classify 
likelihood of obesity. The results demonstrated an overall 
precision of 88.04%, with strong performance in metrics such as 
precision, recall, and F1 score. These findings validate the 
effectiveness of the model in making precise predictions, 
helping to identify targeted preventive efforts and health 
interventions. 

 The remainder of the paper is organized into six sections, 
each focusing on a different aspect of the research. Section II 
presents a detailed overview of the research background and 
related work. Section III describes the research methodology, 
including the K-Means clustering process and the use of 
XGBoost for predictive modelling. Section IV presents the 
result of the experiment. The discussion part is presented in 
Section V. Finally, Section VI concludes with a summary. 
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II. REVIEW OF THE LITERATURE 

A. Related Works 

In this review of the literature, current research on childhood 
obesity and the various methods used to predict and analyze it is 
explored in depth. A considerable amount of literature has been 
published on factors that contribute to childhood obesity, 
including genetics, environmental influences, and lifestyle 
choices [14], [17], [22-23]. Additionally, advanced machine 
learning techniques have been employed to estimate obesity 
levels and predict risk using clinical or behavioral data [4-5]. 

 However, relatively little literature has been published on 
the application of advanced machine learning techniques 
specifically tailored for the prediction of childhood obesity. In 
addition, different predictive modelling techniques, such as 
logistic regression, decision trees, and artificial neural networks, 
used by researchers to forecast obesity trends are also examined. 
By examining the existing research, the objective is to uncover 
knowledge gaps and deliver insights that may lead to improved 
strategies for preventing and managing childhood obesity. 

Among recent efforts to predict childhood obesity using 
advanced machine learning techniques, Gupta et al. [6] 
developed a deep neural network architecture based on recurrent 
neural networks (RNNs). Their study specifically investigated 
how temporal patterns in pediatric health data could be 
leveraged to forecast obesity risk over one, two, and three years 
intervals. They used RNNs with LSTM (long-short-term 
memory) cells combined with a separate feedforward network 
for training their model. They trained the models using a large 
pediatric electronic health record (EHR) data set. They achieved 
an AUC of 0.80, 0.93, and 0.92 for a 3-year window at 5, 11, 
and 18 years. They also compared the recurrent model with other 
machine learning models for the task of predicting childhood 
obesity and found the LSTM-based model demonstrates better 
performance compared to traditional machine learning models 
that ignore the temporality of the data by aggregating the data. 

Similarly, in a separate study by Robert Hammond et al. [10] 
conducted a study in which they used EHR data to predict 
obesity at five years of age with an AUC similar to cohort 
studies. They applied different machine learning algorithms for 
binary classification and regression tasks. They also created 
separate models for boys and girls. They discovered that the 
most important prediction characteristics were the weight of the 
length z score, the BMI from 19 to 24 months, and the last BMI 
value before age two in each of the models. The best models 
achieved an AUC of 81.7% for girls and 76.1% for boys in 
predicting obesity. Their findings indicate that machine learning 
methods can use EHR data to predict future childhood obesity 
and help clinicians and researchers design better interventions, 
policies, and clinical decisions. 

In the study by Xueqin Pang et al. [12] seven machine 
learning models have been developed to predict childhood 
obesity between the ages of 2 and 7 years using data from the 
Electronic Healthcare Record (EHR). Furthermore, these studies 
relied on machine learning algorithms to assess and predict 
obesity. Furthermore, Cheong Kim et al. [8] applied GBN-MB 
along with several other algorithms, such as GBN, LR, DT, 
SVM, and NN, as part of a proof of concept to analyze public 

health and simulate future outcomes through What-If analysis. 
Xiaolu Cheng et al. [9] focused on understanding the 
relationship between physical activity and weight status, using 
data from NHANES (2003–2006) and evaluating 11 
classification algorithms, including logistic regression, k-NN, 
RBF, and J48. 

Faria Ferdowsy et al. [11] applied nine different ML 
algorithms, including k-NN, random forest, and logistic 
regression, to classify obesity levels (high, medium, and low) in 
a dataset of over 1100 individuals. Each of these studies 
explored different ML models tailored to their research 
objectives. Cheong Kim et al. [8] demonstrated that the GBN-
MB model produced the best results in simulating health 
outcomes and guiding public health professionals. Similarly, 
Xiaolu Cheng et al. [9] found that physical activity was a key 
predictor of weight status, with machine learning models 
offering valuable insights into demographic factors such as age, 
gender, and race/ethnicity. 

In summary, the reviewed studies illustrate the diversity of 
approaches for predicting and estimating obesity, ranging from 
Bayesian-optimized neural networks to decision trees, Bayesian 
networks, and deep learning models. Ultimately, while each 
method has its strengths and limitations, the growing trend is 
towards utilizing electronic health records, integrating multiple 
data sources, and developing interpretable models for clinical 
and public health applications. Looking ahead, the future of 
obesity prediction research will likely focus on improving the 
balance between precision, interpretability, and practical 
applicability, particularly in pediatric and adolescent 
populations where early intervention is critical. 

B. Machine Learning Models 

Machine learning methods, such as Decision Trees, K-
Nearest Neighbors (KNN), Artificial Neural Networks (ANN), 
Support Vector Machines (SVC), Logistic Regression, Random 
Forest, AdaBoost, XGBoost, and K-Means, are powerful tools 
for developing predictive models that help identify factors that 
contribute to childhood obesity. Although many studies have 
demonstrated the effectiveness of these models in various 
healthcare applications, relatively few have focused on their 
specific use in the prediction of childhood obesity. This gap 
highlights a critical area for future research. 

These models are capable of evaluating complex 
relationships between variables such as genetics, lifestyle, 
environmental influences, and diet habits. Numerous studies 
have demonstrated that machine learning methods are highly 
efficient in handling large datasets, revealing hidden patterns 
that traditional statistical methods may overlook. For example, 
models such as Random Forest and XGBoost have been shown 
to significantly improve the accuracy of obesity-related 
predictions. Using these advanced algorithms, researchers aim 
to identify high-risk groups for childhood obesity, allowing the 
development of targeted and effective preventive strategies. 
Furthermore, these models provide deeper insights into how 
specific factors influence obesity, allowing for more 
personalized interventions customized to individual needs. 

Although much of the current research has focused on 
improving predictive accuracy, there is a growing emphasis on 
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ensuring that these models are interpretable and actionable. 
Making models more understandable will allow healthcare 
professionals to apply findings in practical ways, improving 
resource allocation for the prevention and management of 
obesity in communities. Early identification of risk factors 
through machine learning has been shown to improve outcomes 
by enabling timely interventions. 

Incorporating data from various sources, such as electronic 
health records (EHR) and lifestyle surveys, is expected to further 
improve the ability of these models to predict obesity risks. By 
analyzing a wide range of factors and sources, machine learning 
can support the design of more comprehensive and effective 
strategies to mitigate the increasing rates of childhood obesity. 

C. Obesity Childhood 

Childhood obesity is a global health problem characterized 
by excess body fat that significantly affects both physical and 
mental well-being. The following are key points regarding 
childhood obesity. 

1) Definition and measurement: Childhood obesity is 

commonly assessed using the body mass index (BMI), a tool 

used to determine whether a child’s weight is appropriate for 

their age and height [1]. 

2) Health risks: Being obese as a child can cause many 

health problems, such as heart disease, diabetes, metabolic 

syndrome, mental problems, and early death [2]. 

3) Causes: Multiple factors contribute to childhood 

obesity, including poor nutrition, lack of physical activity, 

genetic predisposition, and environmental influences such as 

access to healthy food and safe spaces for exercise [20]. 

4) Prevention and management: Addressing childhood 

obesity requires a holistic approach that incorporates healthy 

diet changes, increased physical activity, and behavioral 

modifications. Family involvement and community support are 

essential to create environments that promote healthy living 

[21]. 

D. Obesity Factors 

1) Genetic: Genetics plays a crucial role in shaping 

children's likelihood of developing obesity. Genes that regulate 

appetite, metabolism, and fat storage increase the risk of 

obesity, particularly in children with a family history of the 

disease. Studies have found that somewhere between 25% and 

40% of your BMI is actually inherited [17]. 

2) Physical activity: A sedentary lifestyle is widely 

recognized as one of the key factors strongly associated with 

the increase in obesity rates. This lifestyle is characterized by 

prolonged periods of inactivity, such as sitting for long hours 

while watching television or participating in other screen-based 

activities. Research has shown that each additional hour spent 

watching television per day can increase the likelihood of 

developing obesity by 2% [17]. Over time, these seemingly 

small increases can accumulate, contributing to significant 

health risks, as reduced physical activity leads to lower energy 

expenditure and, consequently, weight gain. 

3) Dietary habits: There is a strong connection between 

childhood obesity and eating habits [22]. Choosing nutrients 

dense foods and maintaining balanced eating patterns are 

essential to prevent obesity. Proper portion control and 

reducing high-calorie and low-nutrient foods can significantly 

reduce the risk of childhood obesity. 

4) Environmental factors: Children who live in unsafe 

areas or who do not have access to well lit, safe walking routes 

have fewer opportunities to be physically active [17]. In 

interviews conducted by Jenny Veitch et al. [23], the most 

commonly reported factor affecting where children played was 

parents' concerns about their child's safety, with 94% of parents 

expressing this concern. Safety was a crucial factor in parents' 

decisions about where their children could play. Therefore, the 

availability of a safe neighborhood was directly related to 

increased opportunities for children to engage in active free 

play. 

5) Sleep hours: Poor sleep and sleep disturbances are 

associated with weight gain in children. A study by Christopher 

Magee et al. [24] suggests that poor sleep may be a contributing 

factor to childhood obesity. 

6) Socioeconomic Status (SES): Robert Rogers [25] stated 

that their findings suggest that low SES plays a more significant 

role in the nation’s childhood obesity epidemic than any other 

demographic factors. 

Childhood obesity is a multifaceted problem influenced by a 
combination of genetic factors, environmental conditions, and 
lifestyle choices. Genetic factors may contribute to childhood 
obesity, but environmental factors, such as access to healthy 
foods and safe recreational spaces, and lifestyle habits, such as 
eating patterns and levels of physical activity, are equally 
important. To effectively address this complex problem, parents 
must provide ongoing emotional support to their children, 
regardless of their weight. Parents must instead focus on creating 
a supportive and positive home environment that encourages 
everyone to eat healthy and be physically active regularly. By 
promoting these habits and spreading them throughout the 
family, parents can help reduce the risk of obesity and support 
children in achieving and maintaining a healthy weight. 

III. METHODOLOGY 

In this part of the article, details of the methods used to 
analyze and model childhood obesity are provided. The 
explanation begins with the data collection process, including 
the sources and characteristics of the dataset used. Next, the 
applied methodologies are described, starting with K-Means 
clustering to group data based on similarities, followed by 
XGBoost for predictive modelling. The section also covers the 
tools and software utilized and addresses any technical 
challenges encountered during implementation. Finally, the 
evaluation metrics used to assess model performance are 
discussed. This methodology provides a comprehensive 
approach to understanding and predicting childhood obesity 
based on the data analyzed. 
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A. Dataset 

The study is based on a comprehensive dataset gathered by 
a university [13], reflecting a wide range of student profiles from 
various schools. In collaboration with school administrations, 
surveys collected data on demographic characteristics and 
anthropometric measurements. It is noteworthy that a subset of 
these data, specifically involving 411 identified students with 15 
variables, will be utilized in the study. This carefully selected 
dataset allows for a detailed analysis, contributing to a 
comprehensive understanding of the educational context and the 
relationships between various factors. Table I outlines the 
features used in this study along with their detailed descriptions. 
Each feature was selected based on its relevance and 
contribution to the objectives of the research. The descriptions 
provided help to clarify the significance of these variables, 
offering a clearer understanding of how they interact and 
influence the overall analysis. When exploring these 
characteristics, deeper insights can be gained into the factors that 
shape the outcomes observed in the data, making them essential 
for drawing informed conclusions from the study. 

TABLE I.  DATASET FEATURES 

Parameter Description 

St_Height Height of the student in centimeters 

St_Weight Weight of the student in kilograms 

M_Weight Mother’s weight in kilograms 

M_Height Mother’s height in centimeters 

F_Weight Father’s weight in kilograms 

F_Height Father’s height in Centimeters 

Appearance_self Body image perception, rated 1 to 5 

Body_pride Body self-esteem, rated 1 to 5 

Neighborhood_jog

_safe 
Safety of jogging in the neighborhood, rated 1 to 5 

Neighborhood_bik
e_safe 

Safety of cycling in the neighborhood, rated 1 to 5 

Family_income Family income level, rated 1 to 8 

Gender Student’s gender 

Birthday Student’s date of birth 

Obese_Student Obesity classification (binary) 

S_BMI Student’s BMI category 

These variables, which cover a diverse range of information 
and survey responses, serve as the foundation for the study's 
analysis. They offer a comprehensive snapshot of the students' 
profiles, facilitating a nuanced examination of the factors under 
scrutiny. 

B. Prediction System 

First: K-means algorithm 

The K-Means algorithm is a common technique in machine 
learning to group data into groups (clusters) so that the data 
within each group are as similar as possible [16]. 

K-Means is a clustering algorithm that partitions a dataset 

into 𝐾 distinct clusters. Here is a simplified explanation of the 
steps. 

1) Specify the number of clusters( 𝑘 ):  Determine the 

number of clusters into which you want to divide the data. This 

number is called 𝑘. 

2) Initialise the cluster centre: Randomly select 𝑘 points 

from the data as the initial cluster center. 

3) Assign data points to clusters:  For each data point, 

calculate the distance between it and the center of each cluster. 

Assign points to the nearest cluster center. 

4) Update cluster centres: After assigning points to 

clusters, recalculate the centers of each cluster based on the 

points assigned to each cluster. 

5) Repeat: Repeat steps 3 and 4 until the center is stable 

and does not change significantly. 

6) Complete: When the center is stable, the algorithm is 

complete and the clusters are formed. 

Objective Function: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ∑ ||𝑥 − 𝜇𝑖||
2

𝑥∈𝐶𝑖

𝑘
𝑖=1           (1) 

where, 

 𝑘 is the number of clusters. 

 𝐶𝑖 represents the 𝑖-it cluster. 

 𝑥 is a data point. 

 𝜇𝑖 is the centroid of the cluster 𝐶𝑖 

As shown in Fig. 1, the plot on the left shows the data before 
applying K-Means, where the points are ungrouped and 
displayed in uniform color, indicating that no clustering has been 
applied. In contrast, the plot on the right shows the data after K-
Means clustering, where the data points are grouped into distinct 
clusters, each represented by a different color. The red stars 
indicate the centroids of each cluster, which are the central 
points of each group. 

 
Fig. 1. Data visualisation before and after applying the k-means clustering 

algorithm. 

C. Implementation 

The K-Means algorithm has been successfully applied to the 
data with K=80. A new column named "Cluster" has been 
added, showing which cluster each student belongs to. Defining 
K=80; this means that we want to divide the students into 80 
groups. Each group represents students with similar 
characteristics according to the specified features. 

1) Choose the columns for clustering: To perform K-

Means, we have used the columns of the data because they 
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reflect important factors such as parents' weight and height, 

personal behavior, environment, and family income. 

2) Scaling: Since the columns contain values of different 

scales (such as family income vs. height), we scaled them using 

Standard Scaler to ensure that each feature contributes equally. 

Scaling means converting the values to a uniform range so that 

each column has a mean of 0 and a standard deviation of 1. 

3) Initialise clusters: The initial centers are chosen 

randomly for 80 clusters. 

Assign points to clusters: For each student, the distance 
between their data (such as mother's weight, father's height, 
family income, etc.) and each of the cluster centers is calculated. 

The student is assigned to the nearest cluster. 

1) Update cluster centres: A new center is calculated for 

each cluster based on the average values of all students within 

it. 

Iteration: The previous two steps are repeated until the 
clusters stabilize (i.e., there is no significant change in the 
assignment of students). 

a) Output (group column) 

A new column named "Cluster" has been added to the data. 
This column contains the cluster number to which each student 
belongs (from 0 to 79, since we set K=80). 

b) Example of results 

 Student 1: Data: Mother's weight 52.4, Mother's height 
157, Father's weight 82... etc. 

 Assigned to group 78. 

 Student 2: Data: Mother's weight 55, Mother's height 
172, Father's weight 90, etc. 

Assigned to group 3. 

Second: XGBoost 

XGBoost is a powerful and efficient tool to boost tree-based 
models. Moreover, it has been improved to become highly 
scalable, which is why it is widely used in various machine 
learning applications [18]. In fact, XGBoost stands out as a 
highly effective and popular algorithm for this purpose [18]. 
Specifically, it improves on traditional tree boosting by building 
multiple models sequentially, where each model corrects the 
errors of its predecessors to enhance overall performance. 
XGBoost addresses these issues with several key innovations. 
First, it incorporates a regularization term into the objective 
function to reduce model complexity and prevent overfitting. 
Additionally, it efficiently handles missing values and sparse 
data, which is crucial for working with large and incomplete 
datasets. In terms of speed and scalability, XGBoost employs 
advanced parallelization techniques, processing feature blocks 
in parallel and distributing tasks across multiple processors. 
Moreover, it optimizes memory access patterns to reduce 
unnecessary operations, thereby enhancing performance with 
massive datasets. Furthermore, XGBoost can handle datasets 
larger than memory capacity by leveraging external storage 
efficiently. As a result, the strengths of XGBoost include its 
impressive speed and efficiency, achieved through effective 

parallelization and optimized memory usage. In addition, its 
accuracy and effectiveness are enhanced by regularization and 
second-order optimization techniques. 

Consequently, XGBoost is widely used across various fields 
due to its ability to manage large and sparse data effectively. In 
summary, XGBoost is a powerful and scalable tool for boosting 
tree-based models, offering significant improvements in 
performance and applicability in machine learning. To conclude, 
XGBoost (Extreme Gradient Boosting) is a powerful machine 
learning algorithm designed for efficient and scalable decision 
tree boosting. Specifically, it improves traditional gradient 
boosting by incorporating advanced techniques such as 
regularization to prevent overfitting, parallel computation for 
speed, and handling of sparse data for improved performance on 
large and complex datasets. 

c) XGBoost Equation and Explanation: The XGBoost 

equation is based on the gradient boosting technique with 

several optimizations to make it more efficient and effective. 

The main idea is to gradually create decision trees that correct 

the errors made by previous trees, and these corrections are 

combined to form the final prediction. 

d) XGBoost Equation: Let us assume that there are 𝐾 

decision trees. The prediction of the model for any sample 𝑥_𝑖 
is calculated as follows: 

ŷ𝑖  =  ∑ 𝑓𝑘(𝑥𝑖)                              (2) 

where, 

 ŷ𝑖  is the final prediction for the sample 𝑥𝑖. 

 𝑓𝑘(𝑥𝑖)  is the function representing the 𝑘 -th 
decision tree, which produces a prediction for 
sample 𝑥𝑖. 

 𝐾 is the number of trees. 

e) Objective Function: The model is optimized by 

minimizing the objective function, which consists of two parts: 

Loss function: Measures the difference between the 
predictions and the actual values. The commonly used loss 
function is the squared error for regression problems or the 
logistic loss for classification problems. 

𝐿(ŷ, 𝑦) =  ∑ 𝑙(𝑦𝑖 , ŷ𝑖)                           (3) 

where 𝑙(𝑦𝑖 , ŷ𝑖)  is the loss function that measures the 
difference between the prediction ŷ_𝑖 and the actual value 𝑦_𝑖 
for sample 𝑖. 

Regularization term: Helps to control the complexity of the 
model and reduce overfitting by penalizing the number of trees 
and their complexity. 

𝛺(𝑓)  =  𝛾𝑇 + (1/2) 𝜆 ∑ 𝑤𝑗                     (4) 

where, 

𝛾 is the parameter that penalizes adding new nodes to the 
tree. 

𝑇 is the number of nodes in the tree. 
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𝜆 is the regularization parameter that controls the size of the 
weights associated with the nodes. 

𝑤𝑗  is the weight associated with each node in the tree. 

f) Final Objective Function: 

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 =  ∑ 𝑙(𝑦𝑖 , ŷ𝑖)  +  𝛴 𝛺(𝑓𝑘)           (5) 

where, 

The first part 𝛴 𝑙(𝑦𝑖 , ŷ𝑖) represents the total loss over all the 
samples. The second part 𝛴 𝛺(𝑓𝑘)  is the sum of the 
regularization terms for each tree, limiting the model's 
complexity. 

g) How XGBoost Optimizes: XGBoost builds trees 

progressively, updating predictions at each step. This is done 

using Gradient Descent, where the first and second derivatives 

of the loss function are computed to optimize the model 

gradually: 

First Derivative (Gradient): Represents the rate of change of 
the loss with respect to the prediction. 

   𝑔_𝑖 =  𝜕𝐿(𝑦𝑖 , ŷ𝑖) / 𝜕ŷ𝑖                        (6) 

Second derivative (Hessian): Represents the rate of change 
of the first derivative (used to speed up the gradient calculation). 

   ℎ_𝑖 =  𝜕²𝐿(𝑦𝑖 , ŷ𝑖) / 𝜕ŷ𝑖²                         (7) 

h) Problem Setup: Aim to classify whether a student is 

obese (“obese student” = 1) using various features. 

1. Input data: 

The sample contains the following columns: 

Features: q5, q6, q11, q12, s_q7_1, s_q7_3, s_q8_1, s_q8_2, 
q16, gender, cluster. 

Target: obese_student 

2. Objective of prediction: 

The goal is to determine whether a student is obese 
(obese_student = 1) or not (obese_student = 0) based on the 
input features. 

3. How the prediction works: 

The XGBoost model predicts each feature taking it as input 
to the model. Based on the relationships discovered during 
training, the model calculates a probability score to classify the 
student as "obese" or "non-obese." 

4. Example: 

Features: 

q5 = 80.0, q6 = 165.0, q11 = 55.0, q12 = 175.0, s_q7_1 = 4, 
s_q7_3 = 3, s_q8_1 = 4, s_q8_2 = 4, q16 = 3, gender = 0, Cluster 
= 9 

Steps: 

After combining tree contributions, the final score might be 
�̂� = −0.3. 

Applying the Sigmoid function: 

𝑃(𝑜𝑏𝑒𝑠𝑒) =
1

1 + 𝑒−(−0.3)
≈ 0.43 

Since 𝑃(𝑜𝑏𝑒𝑠𝑒) < 0.5, the model predicts obese_student = 
0 (non-obese). 

D. Integrating K-Means and XGBoost 

Combining K-Means with XGBoost presents a robust 
framework for anomaly detection in logarithmic data sets, 
leading to accurate and fast results with fewer errors [26]. It 
leverages the strengths of both algorithms to improve prediction 
accuracy and model performance. 

1) Purpose of Combining K-Means and XGBoost: One 

effective method of combining K-Means and XGBoost is to use 

K-Means as a preprocessing step. In this approach, K-Means 

clusters the data into groups based on shared characteristics, 

allowing for the identification of patterns in the data. These 

cluster labels are then used as additional features for the 

XGBoost model, improving its ability to make predictions. By 

integrating clustering before applying XGBoost, the model can 

capture more nuanced relationships between variables, leading 

to more accurate predictions, particularly in complex datasets 

like those related to childhood obesity. 

2) Methods to Combine K-Means and XGBoost: K-Means 

Clustering: Initially, K-Means is applied to group data into 

distinct clusters based on the similarity of data points. The 

primary objective of K-Means is to partition the data set into 

cohesive clusters where the data points within each cluster are 

similar and close to each other. 

Utilizing Cluster Information as a Feature: Once K-Means 
has assigned clusters, the cluster label (the number assigned to 
each data point's cluster) is incorporated as an additional feature 
in the dataset. This enhanced data set, which now contains 
cluster information, is then fed into the XGBoost model. The 
added cluster labels provide the model with valuable insights 
about the underlying structure of the data, potentially improving 
the model's predictive accuracy. 

XGBoost for Prediction: After enriching the dataset with 
cluster information, XGBoost is used for either classification or 
regression tasks. As a powerful and widely adopted tree-
boosting algorithm, XGBoost can utilize the cluster feature to 
better capture patterns and relationships in the data, leading to 
more precise predictions. 

This approach of combining K-Means clustering with 
XGBoost preprocessing helps improve model performance by 
adding a layer of cluster-based structure to the data. 

As shown in Fig. 2, the process begins with applying 
K- Means clustering to the raw data, generating cluster labels. 
These labels are then combined with the original data, creating 
an enhanced dataset. Finally, the enhanced dataset is used as 
input for the XGBoost model to produce the prediction results. 
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Flow diagram: 

 
Fig. 2. Integration of K-Means clustering and XGBoost for predictive 

modelling. 

3) Benefits and Challenges 

a) Benefits: Improved accuracy: By clustering data first, 

XGBoost can make more accurate predictions within each 

group. 

Discovering Hidden Patterns: Clustering can reveal hidden 
patterns that were not visible in the raw data, allowing XGBoost 
to make better-informed predictions. 

b) Challenges: Choosing the right number of clusters: 

Deciding how many clusters to use in K-Means can be difficult 

and may require testing different values to find the best result. 

Increased computational complexity: Combining K-Means 
and XGBoost can be computationally expensive, especially for 
large datasets, as it requires running both clustering and multiple 
model training processes. 

Combining K-Means with XGBoost is an effective strategy 
to improve predictions in complex and heterogeneous data sets. 
K-Means helps to organise the data and uncover hidden patterns, 
while XGBoost uses this information to make more accurate 
predictions. This approach is particularly useful in domains such 
as marketing, healthcare, and finance, where segmenting data 
can lead to more targeted and effective models. 

E.  Clustering with K-Means 

K-Means clustering was employed to group the data into 80 
clusters. During the experimentation phase, several different 
values for the number of clusters to determine the optimal 
configuration for the data. Through this process, it became clear 
that 80 clusters offered the best balance between maintaining a 
manageable level of complexity and achieving a high level of 
classification accuracy. Therefore, after careful consideration 
and testing, 80 clusters were chosen as the ideal number, as they 
effectively captured the nuances in the data while optimizing the 
overall performance of the model. This thorough approach is 
one of the main reasons for settling on 80 clusters.  Each cluster 
was analyzed for the percentage of obese students, leading to the 
classification of clusters into risk levels (high, medium, low). 
The data was then annotated with these risk levels. 

Risk Level Classification (Obesity Risk Level (ORL(): 

𝑂𝑅𝐿 {

High Risk                           if Percentage of Obese Students ≥ 70% 

Medium Risk       if 40% ≤ Percentage of Obese Students < 70%

Low Risk                          if Percentage of Obese Students < 40% 

 

The classification of risk level based on the percentage of 
obese students is designed to reflect the severity of the health 
issue and highlight the influence of surrounding factors on 
obesity rates. Here is why it is divided in this way: 

High Risk (70%): When the percentage of obese students is 
very high (greater than or equal to 70%), it indicates a severe 
issue, suggesting that the surrounding factors—such as those 
studied in this research, including parental weight and height, 
neighborhood safety, monthly income, and psychological 
factors—have a significant impact on individuals, potentially 
leading to a higher likelihood of obesity. In this case, these 
factors seem to play a major role in shaping the health outcomes 
of students. 

Medium Risk (40% ≤ x < 70%): At this level, the obesity 
rate is moderate, indicating that surrounding factors still have a 
considerable influence on students. This means that while not as 
severe as in the "high-risk" category, these environmental, 
social, and psychological factors still contribute to obesity, but 
perhaps to a lesser extent. Therefore, it is essential to address 
these factors to prevent further escalation. 

Low Risk (<40%): When the percentage of obese students is 
below 40%, it suggests that the impact of surrounding factors is 
relatively less significant in leading to obesity. However, 
preventive action is still crucial, as factors such as parental 
characteristics, neighborhood conditions, and psychological 
well-being can still play a role in maintaining or reducing 
obesity rates over time. 

To conclude, the higher the percentage of obese children in 
each risk category, the greater the influence of surrounding 
factors, such as those explored in this study, on individuals, 
potentially leading to obesity. This classification underscores 
the need for targeted interventions addressing these factors to 
mitigate obesity rates at different risk levels. 

F.  Modelling with XGBoost 

After that, the XGBoost algorithm is applied to train the 
model in the dataset. XGBoost is one of the most powerful 
machine learning algorithms and is based on the Gradient 
Boosting technique to progressively build multiple trees. Each 
tree corrects the errors made by the previous ones and, through 
this iterative process, the accuracy of the predictions improves 
with every new tree added to the model. 

G.  Steps to Analyse and Classify Student Obesity Risk 

This section provides a structured overview of the process 
used to analyze student data to identify and classify risk levels 
for obesity. The workflow includes data loading, preprocessing, 
exploratory analysis, data balancing, and the application of the 
K-Means clustering algorithm, culminating in user-specific 
obesity risk assessment. 

1) These steps cover the entire process from data loading 

to user-specific risk assessment. 

a) Data Loading and Exploration: 

 Load Data: Import data from a CSV file and examine the 
structure, including data types and missing values. 
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 Exploration: Review the dataset to understand its 
composition and identify potential issues such as missing 
or incorrect values. 

b) Data Processing and Transformation: 

 Text to Numeric Conversion: Convert text data into a 
numerical format for easier processing. 

 Data cleaning: Remove unnecessary data points and 
create new relevant features. 

c) Exploratory Analysis: 

 Correlation Analysis: Compute and display the 
correlation matrix between features to identify 
relationships between variables. 

 Outlier Detection: Use the interquartile range (IQR) 
method to detect outliers in numerical features. 

 Box plot: Visualize the distribution of numerical data and 
identify outliers. 

 Bar plot: Plot categorical data such as gender and the 
presence of obesity to understand distributions. 

d) Data Balancing: 

 Apply SMOTE (Synthetic Minority Over-sampling 
Technique): Balance the dataset by increasing the 
number of samples in underrepresented categories. 

 Post-SMOTE Analysis: Display the dataset distribution 
after applying SMOTE to ensure balance. 

e) Clustering of K-Means: 

 Cluster Formation: Apply the K-Means algorithm with 
80 clusters to the weighted data of 694 samples. Through 
experimentation, 80 was determined to be the optimal 
number of clusters. 

 Obesity Percentage Calculation: Calculate the 
percentage of obese students within each cluster and 
determine the corresponding risk levels. 

f) Report and Analyze Results: 

 Summary: Provide a detailed summary of the number of 
obese students and their percentages at different risk 
levels. 

 Cluster Classification: Classify the clusters into 
predefined risk levels (High, Medium, Low) and display 
the data accordingly. 

g) User-Specific Risk Assessment: 

 Data input: Collect input data from the user. 

 Risk Level Determination: Based on user input, classify 
your risk level of obesity using the K-Means model. 

The objective of this process is to thoroughly analyze student 
data to uncover obesity patterns and identify risk levels. This 
involves examining various factors, such as birth date, sex, and 
other characteristics. By applying K-Means clustering, students 
are grouped based on similar characteristics, allowing us to 
better understand obesity trends and provide actionable insights 
for intervention. 

2) Apply XGBoost: Once the data have been clustered, the 

next step is to develop a predictive model using the XGBoost 

algorithm. XGBoost is known for its high performance, making 

it ideal for handling large datasets and complex relationships. 

a) Data Preparation: 

Input data: Use the clustered data from the K-Means 
algorithm. The data, now organised into clusters, helps to reveal 
deeper relationships and structures. 

b) Model Training: 

Train XGBoost: Train the XGBoost model on the clustered 
dataset, feeding the input features and their corresponding target 
labels to learn patterns and predict results. 

c) Hyperparameter Tuning: 

Optimise model: Improve the performance of the model by 
fine-tuning key hyperparameters such as the learning rate, 
maximum depth, and number of estimators. This can be done 
using methods such as grid search or random search. 

d) Model Evaluation: 

Performance metrics: Evaluate the model using metrics such 
as precision, precision, recall, and F1 score to determine how 
well the model predicts obesity risk levels. 

 
Fig. 3. Flowchart of the analysis process using K-Means and XGBoost. 

As shown in Fig. 3, the process of applying K-Means 
clustering followed by XGBoost in the analysis of obesity risk. 
The flowchart highlights key steps such as data preparation, 
clustering, risk level classification, and finally, the use of 
XGBoost to build a robust predictive model. The diagram 
provides a clear view of how clustering is integrated with 
predictive modelling to assess the risks of obesity in students. 
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IV. EXPERIMENTS AND RESULTS 

The primary objective of this analysis was to determine 
whether it is possible to predict childhood obesity based on 
environmental factors. The study aims to explore the 
relationship between a child's environment and the probability 
of obesity by applying machine learning models such as 
K- Means for clustering and XGBoost for predictive modelling. 

A. Overview of the Dataset 

The dataset used for this study comprised 411 identified 
students, including 15 key variables related to both the child’s 
physical characteristics and environmental factors. After 
applying SMOTE to balance the dataset, the number of samples 
increased to 694. The dataset includes the following key 
variables: 

Mother’s Weight (M_Weight), Mother’s Height 
(M_Height), Father’s Weight (F_Weight), Father’s Height 
(F_Height), Appearance self-assessment (appearance_self), 
Body pride (body_pride), Neighborhood safety for jogging 
(neighborhood_jog_safe), Neighborhood safety for biking 
(neighborhood_bike_safe), Family’s monthly income 
(family_income), Gender, Birthday, Obese Student 
(Obese_Student) 

B. Applied Models 

The analysis involved the use of two main models: 

1) K-Means for clustering students based on similarities in 

their features. 

2) XGBoost for building predictive models based on the 

generated clusters. 

C. Performance Metrics 

The XGBoost model was evaluated based on several 
performance metrics that provided insight into its effectiveness 
in predicting obesity risk. The model achieved the following 
metrics: As seen in Table II, the performance metrics for the 
obesity classification model are outlined, including Precision, 
Recall, F1-score, and Support for both non-obese (Class 0.0) and 
obese (Class 1.0) categories. These metrics provide a detailed 
evaluation of the model's ability to accurately classify obesity. 

TABLE II.  PERFORMANCE METRICS FOR OBESITY CLASSIFICATION 

MODEL 

Class Precision Recall F1-score Support 

0 (Not Obese) 0.93 0.85 0.89 118 

1 (Obese) 0.82 0.92 0.87 91 

As seen in Table III, the macro and weighted average 
performance metrics of the obesity classification model are 
presented. The model achieves a macro average precision of 
0.88, recall of 0.89, and an F1-score of 0.88. Similarly, the 
weighted averages show strong performance, with precision at 
0.89, recall at 0.88, and an F1-score of 0.88. The overall 
accuracy of the model is 88.04%, reflecting its reliability in 
predicting obesity across the data set. 

These results indicate strong performance across all metrics, 
validating the model’s ability to accurately predict childhood 
obesity based on environmental factors. 

TABLE III.  OVERALL PERFORMANCE METRICS FOR OBESITY 

CLASSIFICATION MODEL 

Metric Value 

Macro Average Precision 0.88 

Macro Average Recall 0.89 

Macro Average F1-score 0.88 

Weighted Average Precision 0.89 

Weighted Average Recall 0.88 

Weighted Average F1-score 0.88 

Overall Accuracy 88.04% 

 
Fig. 4. 3D scatter plots showing the relationship between various 

characteristics, obesity, and risk levels. 

The results of the analysis are supported by 3D scatter plots 
as seen in the Fig. 4. These graphs visually demonstrate the 
relationship between different characteristics such as parental 
weight, neighborhood safety, and child's risk of obesity. The 
color-coded risk levels (purple, teal, yellow) highlight distinct 
clusters where, environmental factors align with the likelihood 
of obesity. This representation makes it easier to identify how 
certain characteristics influence the risk levels. 

D. Risk Level Categorisation 

As seen in Table IV, the clusters are categorized by their risk 
levels based on the proportion of obese individuals in each 
group. The table includes the cluster number, the number of 
obese individuals, the percentage of obese individuals, and the 
associated risk level. Clusters with a higher percentage of 
obesity are classified as high-risk, while those with lower 
percentages are categorized as 'medium risk' or 'low risk.' This 
classification helps identify obesity prevalence within different 
clusters, providing insight into the varying levels of risk across 
the groups. 

This section provides a detailed breakdown of obesity rates 
among children, classified into high-, medium-, and low-risk 
clusters. Each row in the table represents a cluster, detailing the 
number of obese children, the percentage of obese children 
within that cluster, and the associated risk level. 

1) High risk: Clusters in the high-risk category exhibit a 

significantly high percentage of obese children. Key points 

include: 
Clusters 18, 62, and 41 show a 100% obesity rate, indicating 

that all children in these clusters are classified as obese. Clusters 
14 and 25 demonstrate high obesity rates of 92.86% and 84.62%, 
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respectively. The lowest percentage within this category is 70% 
(Cluster 40), which still indicates a substantial proportion of 
obese children. These findings suggest that in high-risk groups, 
most children are obese, with some groups having all children 
classified as obese. 

TABLE IV.  ALL RISK LEVELS CLUSTERS 

Cluster Number_of_Obese Percentage_of_Obese Risk_Level 

18 12 100 high risk 

62 3 100 high risk 

41 5 100 high risk 

35 6 100 high risk 

14 13 92.86 high risk 

… … … … 

22 10 66.67 medium risk 

15 6 66.67 medium risk 

78 4 66.67 medium risk 

7 8 66.67 medium risk 

… … … … 

58 1 12.5 low risk 

21 0 0 low risk 

67 0 0 low risk 

24 0 0 low risk 

… … … … 

2) Medium risk: Clusters in the medium-risk category have 

lower obesity rates compared to high-risk clusters, but the rates 

are still significant: 

Clusters 22, 15, and 78 show an obesity rate of 66.67%, 
which means that approximately two-thirds of the children in 
these clusters are obese. Clusters such as 68 and 65 show obesity 
rates of around 64.29% and 62.50%, respectively. The lowest 
obesity rate within this category is 42.86% (Clusters 13, 77, and 
27). 

This category indicates a moderate level of obesity, with a 
substantial proportion of children classified as obese, though 
less prevalent than in the high-risk clusters. 

3) Low Risk: In the low-risk category, obesity rates are 

significantly lower: 

Clusters such as 45, 16, and 73 show a 33.33% obesity rate, 
which means that only one-third of the children in these clusters 
are obese. Some clusters, such as Cluster 79, have an obesity rate 
as low as 15.38%. Several clusters (eg, clusters 21, 67, and 24) 
show a 0% obesity rate, indicating that there are no obese 
children in these clusters. These clusters display minimal levels 
of obesity, and many clusters having no children classified as 
obese at all. 

E. Obesity by Risk Levels 

As seen in Table V, the summary of obesity by risk levels 
provides an overview of the number of obese individuals, total 
individuals, and the percentage of obese individuals within each 

risk category. The high-risk group exhibits the highest 
percentage of obese individuals, at 80.63%, followed by the 
medium-risk group at 56.16%, and the low-risk group at 
12.18%. 

TABLE V.   OBESITY SUMMARY BY RISK LEVEL 

Risk_Lev

el 

Number_of_Obe

se 

Total_Numb

er 

Percentage_of_Obe

se 

high-risk 204 253 80.63 

medium 
risk 

114 203 56.16 

low risk 29 238 12.18 

This summary highlights the varying prevalence of obesity 
at different risk levels, with obesity rates much higher in high-
risk groups compared to medium and low-risk groups. 

The results confirmed the initial hypothesis that a child’s 
surrounding environment plays a significant role in their 
likelihood of becoming obese. Factors such as parental weight, 
neighborhood safety, and socioeconomic status (as indicated by 
family income) were found to be closely related to obesity risk 
levels. This finding is consistent with previous research, 
confirming the importance of these environmental influences on 
childhood obesity. 

The results were generally consistent with previous studies, 
which also emphasized the role of environmental and familial 
factors in determining the risk of obesity. However, the 
integration of machine learning techniques, such as K-Means 
and XGBoost, provided a more refined predictive model with 
high precision in this study. 

V.  DISCUSSION 

The purpose of this chapter is to interpret and discuss the 
results obtained from the analysis of childhood obesity based on 
environmental factors. By applying machine learning 
techniques such as K-Means for clustering and XGBoost for 
predictive modelling, this study aimed to uncover patterns and 
relationships between various factors that influence childhood 
obesity. The discussion section will evaluate the performance of 
these models, explore the significance of key findings, and 
highlight areas for further improvement and future research. 

A.  Model Performance 

The models showed strong performance, especially in terms 
of precision, recall, and F1 scores. The XGBoost model, in 
particular, was highly effective in predicting obesity risks, 
achieving an overall accuracy of 88.04%. These findings align 
with existing research, reinforcing the efficacy of machine 
learning techniques in predicting childhood obesity based on 
environmental factors. 

B.  Insights from the Study 

The experiment confirmed that various factors, such as 
parental weight, neighborhood safety, and family income, 
significantly impact childhood obesity. The models provided 
valuable information on these relationships. However, there are 
other important factors, such as duration of sleep, medical 
conditions, and diet patterns that could further refine the 
predictions of obesity if included in future research. Despite 
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promising results, including an accuracy of 88.04%, it is 
important to consider that there are other factors that influence 
obesity that were not included in this study. For example, factors 
such as sleep duration, medical conditions, and eating patterns 
may play a significant role in determining the risk of obesity 
among children. These factors could have substantial impacts on 
the results we obtained and may contribute to improving 
accuracy if considered in future models. Therefore, it is 
recommended that future research incorporates a broader range 
of relevant factors and variables, including dietary patterns, to 
provide a more comprehensive and accurate assessment of the 
risk of obesity. Additionally, including more diverse data can 
help improve model performance and offer deeper insights into 
the factors that influence obesity. 

C. Recommendations for Future Research 

Future research should incorporate a broader range of 
variables, including diet patterns, sleep habits, and medical 
conditions, to provide a more comprehensive assessment of the 
risk of obesity. Furthermore, collecting more diverse data could 
enhance model performance and provide deeper insights into the 
factors influencing childhood obesity. 

VI.  SUMMARY AND KEY FINDINGS 

A. Study Approach and Methodology 

The research addressed the challenges of childhood obesity 
using machine learning models, specifically XGBoost for 
prediction and K-Means Clustering to categorize students based 
on risk levels. The study began with an extensive review of the 
literature to understand the current state of research in this field, 
followed by a comparison of different machine learning 
approaches. This provided the foundation for selecting and 
implementing the models that were ultimately used. 

B. Results 

Through the application of K-Means Clustering, students 
were classified into different groups based on their risk of 
obesity. This clustering method offered valuable information on 
how various factors, such as socioeconomic status, parental 
characteristics, and neighborhood conditions, influence a child's 
likelihood of developing obesity. The clusters created a 
framework that allowed for a deeper analysis of the risk levels. 

Once the clusters were established, XGBoost was applied to 
predict the risk of obesity with high precision. The model 
achieved an accuracy of 88.04%, demonstrating its effectiveness 
in handling the dataset and providing reliable predictions for 
childhood obesity based on the characteristics extracted from the 
clustering process. The combination of these techniques proved 
to be a powerful approach for predictive modelling in this 
domain. 

C. Broader Implications 

These findings highlight the potential of machine learning 
techniques to advance our understanding of childhood obesity. 
The success of XGBoost in predicting risk of obesity offers a 
strong foundation for further research and development. In 
particular, these methods could be refined to support early 
interventions, potentially reducing the prevalence of childhood 
obesity by targeting high-risk groups more effectively. 

D. Conclusion 

In summary, this study provides a compelling case for the 
application of machine learning in health-related fields, 
specifically in understanding and predicting childhood obesity. 
The results achieved, especially the accuracy of classification 
and prediction, suggest that machine learning can play a vital 
role in future research and public health interventions aimed at 
combating childhood obesity. Future studies can build on this by 
incorporating more variables or experimenting with alternative 
algorithms to improve prediction accuracy and develop targeted 
intervention solutions. 
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