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Abstract—The empirical literature presents several indicators 

related to fiscal policy and economic growth. The paper aims to 

predict Peru's economic growth using fiscal policy variables. For 

this purpose, open data from the Central Reserve Bank of Peru 

was used, data preprocessing and the study used Python 

programming through Google Colab to evaluate eight machine 

learning models. Metrics such as Root Mean Square Error 

(RMSE), Mean absolute error (MAE), Mean square error (MSE), 

and Coefficient of Determination (R²) were used to measure their 

performance. In addition, SHapley Additive exPlanations (SHAP) 

was applied to interpret the importance of macroeconomic 

variables. The results show that the K-Nearest Neighbors (KNN) 

model obtained the best performance, with an R² of 0.972 and low 

prediction errors. In the same way, important variables in fiscal 

policy such as Net Debt, Liabilities, and Interest on External Debt 

were identified. In conclusion, the study shows that KNN and 

Ensemble Bagging are highly effective models for predicting 

Peru's economic growth. 
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I. INTRODUCTION 

The relationship between fiscal policy and economic growth 
has been the subject of study for decades, constituting an 
important topic in contemporary economics. Fiscal policy, 
understood as the set of decisions related to taxation and public 
spending, has a direct influence on economic activity and social 
welfare. According to Barro [1], efficient management of fiscal 
policy can stimulate long-term economic growth, while an 
inappropriate approach can lead to imbalances and recessions. 
Furthermore, according to Caprioli [2], considered a closed 
production economy, fiscal authority, infinitely live agents, and 
the absence of capital, provides a simplified framework for 
analysing the effects of fiscal policies in an economy. 

The government has to match an exogenous stream of public 
spending through proportional taxes on labor income and 
government bonds. It pursues optimal taxation, given the initial 
amount of debt, it chooses policy instruments to maximize 
consumer welfare. However, the analysis of the impact of these 
policies has become more complex due to increased volatility in 
markets and non-linear interrelationships between economic 
variables [3], [4]. 

Given the characteristic non-linear behavior of many 
economic variables, new methodologies based on artificial 

neural networks have been explored since the 1990s [5]. They 
therefore offer a significant advantage by allowing the 
modelling of both linear and non-linear relationships between 
the input and output variables of a system. In this perspective, it 
has proven valuable in highly volatile environments, such as 
financial markets, where economic variables often exhibit 
complex and non-linear patterns [6]. In this sense, the 
technology contributes to dynamic macroeconomic forecasting 
[7], under the approach of scientific, reliable, and complete 
historical statistics. 

Machine learning and artificial intelligence have opened up 
new possibilities for economic analysis. Models such as K-
Nearest Neighbors (KNN), Ensemble Bagging, and Random 
Forest allow large volumes of data to be processed and non-
linear interactions to be modelled with greater accuracy. In 
addition, the incorporation of explanatory techniques such as 
SHAP (SHapley Additive exPlanations) facilitates the 
interpretation of models, offering a deeper understanding of the 
factors driving economic growth and has positioned itself as an 
innovative tool for managing large volumes of data and 
uncovering hidden patterns [8], [9]. This methodology has 
proven to be effective in a number of fields, including 
economics, where it can provide more accurate and adaptive 
predictions for public policy formulation [10], [11]. In addition, 
studies suggest the use of machine learning algorithms to 
improve the ability to forecast and predict the impact of fiscal 
policies on economic growth, overcoming the limitations of 
conventional econometric models [12], [13]. 

The main objective of the study is to predict Peru's economic 
growth using fiscal policy variables. To this end, it seeks to 
rigorously evaluate how the main fiscal policy variables, such as 
public spending, tax collection, and the fiscal deficit, influence 
the country's economic development. Furthermore, this study 
not only seeks to contribute to the understanding of the 
relationship between fiscal policy and economic growth in Peru, 
but also to offer practical recommendations that can guide fiscal 
decision-making to promote sustainable economic development 
through the use of machine learning. 

II. LITERATURE REVIEW 

A. Artificial Intelligence Theory 

The application of artificial intelligence (AI) techniques in 
the prediction of fiscal policies and economic growth has 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 4, 2025 

42 | P a g e  

www.ijacsa.thesai.org 

experienced exponential growth, consolidating itself as a highly 
relevant field of research [14], [15]. AI is used to analyze large 
volumes of data, identifying patterns and trends that enable a 
country's decision-making. Machine learning algorithms can 
analyze historical data such as tax collection, public spending, 
and economic indicators to predict how these factors will behave 
under different scenarios. According to Kaliuzhniak [16], this 
research explores the use of AI, neural networks, and machine 
learning in economic forecasting, highlighting the importance of 
making appropriate decisions in social management. Similarly, 
Aliyev [17], discusses how AI, machine learning and data 
mining are applied in economic modelling and prediction of 
economic growth and fiscal policy in the context of the 
Industrial. 

B. Theory of Fiscal Policy 

Fiscal policy, combined with monetary policy, has long been 
one of the main instruments used by governments to intervene 
and influence economic activity [18]. Thus, depending on 
economic conditions, public expenditures and taxes are used to 
influence the economy in the direction of expansion or 
contraction [19]. However, the views and theories on the 
effectiveness of this fiscal instrument have often been 
contradictory [20]. 

Thus, John Maynard Keynes provided a theoretical 
foundation for the use of fiscal policy, demonstrating that public 
expenditures and taxes are effective tools for regulating 
economic cycles [21]. According to this theory, insufficient 
aggregate demand is the primary cause of economic recessions. 
Therefore, increasing public expenditures or encouraging 
private spending through tax cuts enhances purchasing power 
and, consequently, consumption, stimulating short-term 
economic growth [22], [23]. In fact, for Keynesians, there is a 
relationship between the level of expenditure and national 
income (and, consequently, employment), as an increase in 
expenditure stimulates household consumption and encourages 
producers to expand their production to meet additional demand, 
thereby creating jobs. According to Xin Li [24], fiscal policies 
have been and will continue to be an essential component in 
mitigating the effects of the pandemic on the Chinese economy. 
However, their impact will be gradual and a balance between 
fiscal stimulus and pandemic control measures will need to be 
maintained. 

C. Economic Growth Theory 

It is the sustained increase in the production of goods and 
services in an economy over time. It is generally measured 
through real Gross Domestic Product (GDP), which represents 
the total value of final goods and services produced in a country 
during a given period, adjusted for inflation [25] . Likewise, the 
Solow-Swan model is an exogenous economic growth model, 
while the endogenous growth theory explains economic growth 
from factors internal to a country [26]. The latter emphasizes the 
importance of capital accumulation and technological progress 
as engines of economic growth, without relying exclusively on 
external factors such as foreign investment or international trade 
[27]. Similarly, the Harrod-Domar model is an economic model 
that explains how the rate of investment influences productive 
capacity and aggregate demand [28]. It focuses on investment as 
the main driver of economic growth, highlighting the 

relationship between savings, investment, and GDP growth [29].  
In addition, the British economist John Maynard Keynes said 
that capital formation is a fundamental element of growth 
analysis, and his argument is simple. Investment will increase 
employment levels. According to the principle of effective 
demand, investment is a variable that reduces the gap between 
the level of income or the level of production and the level of 
consumption [30]. 

D. Limitations and Contributions of this Study 

While the literature demonstrates significant advances in the 
application of artificial intelligence and economic models for the 
analysis of economic growth and fiscal policy, limitations 
persist that warrant the development of new approaches [31]. 
Most studies focus on international contexts or developed 
economies, neglecting particularities of developing countries 
such as Peru. In addition, many studies omit important fiscal 
policy variables, which limits the accuracy and applicability of 
predictive models. Likewise, there are few explanatory 
techniques that allow interpreting the results of predictive 
models, which limits their usefulness in governmental decision-
making. Faced with these gaps, the present study proposes an 
approach that incorporates multiple machine learning 
algorithms, together with the use of SHAP as an explanatory 
technique, applied specifically to the Peruvian context [32]. This 
methodology not only improves the ability to predict economic 
growth, but also makes it possible to interpret the relative impact 
of fiscal variables, providing valuable tools for the formulation 
of more effective public policies. 

III. MATERIALS AND METHODOLOGY 

The materials used in the research include open data from 
the Central Reserve Bank of Peru (BCRP) for the period 1990-
2023, consisting of annual time series on fiscal policy and 
economic growth. Implemented with the following libraries: 
Numpy, Pandas, Matplotlib, Seaborn, SHAP, and Scikit-learn in 
colab Google Python. Based on four processes: 

A. Data and Variables of the Study 

The data for the study were obtained from the Banco Central 
de Reserva del Peru (BCRP), since the data are reliable and 
consist of a set of economic resources of the central government, 
allocated to various sectors of the executive branch in order to 
meet their objectives, such as the maintenance of infrastructure, 
the provision of public services and the payment of debts, among 
others. Public spending, tax revenues, public investment and 
public debt are fundamental components of fiscal policy, which 
directly influence economic growth. It is also divided into 
various categories and subcategories that allow a detailed 
breakdown of the use of resources. In this case, the following 
variables are identified: Central Government Non-Financial 
Expenditure. 

Central Government Remuneration 

Central Government Goods and Services 

Central Government Transfers 

Central Government Capital Expenditure 

Central Government Gross Capital Formation 
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Other Central Government Capital Expenditure 

Central Government Total Interest 

Interest on Central Government Domestic Debt 

Interest on Central Government External Debt 

Total Central Government Expenditure 

Non-Financial Expenses of the Rest of the Central 
Government 

Non-Financial Current Expenditure of Rest of Central 
Government 

Capital Expenditure of Rest of the Central Government 

Interest of Rest of the Central Government 

Tax Revenue of Rest of the Central Government  

Income Tax 

Wealth Tax 

Tax on Exports 

Tax on Imports 

General Sales Tax - IGV 

IGV - Internal 

IGV - Imports 

Selective Consumption Tax - ISC 

ISC - Fuels 

 ISC - Others 

Other Tax Revenues 

Refunds 

Non-Tax Revenues 

Total Central Government Current Revenues 

Public Sector - Public Investment 

Assets 

Liabilities 

Net Debt 

Gross Domestic Product (Real GDP) 

B. Data Pre-processing 

It ensures that Machine Learning models work with 
appropriate and well-structured data. To do this, it starts with 
loading the dataset from an Excel file stored in Google drive, 
followed by the separation of the predictor features (X) and the 
target variable (y). Subsequently, the dataset is split into training 
(80 per cent) and testing (20 per cent) using train_test_split to 
ensure adequate generalization of the model. To standardize the 
features, StandardScaler is applied, fitting the transformation 
with the training data and applying it to the test set, ensuring that 
all variables have mean zero and standard deviation one. This 
process improves the numerical stability and performance of 

Machine Learning models by eliminating inconsistent scaling in 
the data. 

C. Training of Machine Learning Models 

The selection of machine learning models for the analysis 
focused on those capable of predicting various economic 
variables, based on a set of fiscal policy indicators that include 
public spending, tax revenue, public investment, and public 
debt. The models are presented below: 

Gaussian Process Regression (GPR) is a powerful statistical 
technique with a Bayesian approach, used in machine learning 
and data analysis to predict unknown values from observed data 
[33]. Its ability to model uncertainty and capture complex 
relationships makes it ideal for a wide range of applications [34]. 

Given a training data set {X, y}, the model assumes that the 
output values y follow a joint Gaussian distribution: 

 𝑦~𝑁(𝜇(𝑋), 𝐾(𝑋, 𝑋) + 𝜎2𝐼) (1) 

where, (μ(X) is the mean function, usually assumed to be 0, 
K(X, X) is the kernel-based covariance matrix and 𝜎2𝐼 I is the 
noise variance (I is the identity matrix). 

Then, it is to predict a new point X*, the conditional 
distribution is: 

 �̂�∗ = 𝐾(𝑋∗, 𝑋)𝐾(𝑋, 𝑋)−1 (2) 

where, 𝐾(𝑋∗, 𝑋) represents the covariance between the new 
points X* and the training data, 𝐾(𝑋, 𝑋)−1 y is the estimate of 
the values based on the previous data. 

Fine Trees are a type of supervised learning model based on 
decision trees, where the tree is allowed to grow to a 
considerable maximum depth (in this case, max_depth=10) to 
capture complex relationships without overfitting.  It is based on 
recursive feature space partitioning using impurity reduction. 
This model is useful in time series, economic forecasting, 
pattern recognition, and tabular data analysis [34]. 

 

𝑓(𝑋) = ∑ 𝑐𝑖1(𝑋𝜖𝑅𝑖)

𝑁

𝑖=1

 (3) 

where, N is the total number of terminal regions. 

Random Forest is a machine learning algorithm based on a 
set of decision trees that improves the accuracy and stability of 
predictions by reducing overfitting [35]. In this study, a Random 
Forest machine learning algorithm is used to estimate economic 
growth in Peru, which is considered a function approximation 
(regression) problem. 

 

�̂� =
1

𝑁
∑ 𝑇𝑖(𝑋)

𝑁

𝑖=1

 (4) 

where, �̂� represents the predicted economic growth, 𝑁 is the 
total number of trees in the forest and 𝑇𝑖(𝑋) is the prediction of 
𝑖 − é𝑠𝑖𝑚𝑜 

The Linear Support Vector Machine (SVM) is a machine 
learning model that seeks to find an optimal hyper plane to 
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separate data into different classes (classification) or make 
numerical predictions (regression) [36]. In regression (Linear 
SVR), instead of classifying, the model finds a hyperplane that 
minimizes the error within a margin ϵ, ignoring small deviations 
and penalizing larger errors [37]. Its main advantage is its ability 
to handle high-dimensional data and avoid overfitting by 
regularizing its parameters. 

 𝑓(𝑋) = 𝑤𝑇𝑋 + 𝑏 (5) 

where, w and b are the parameters that are tuned to minimize 
the error. To avoid overfitting, Linear SVR employs an 
insensitive loss function ϵ and a hyperparameter C that controls 
the penalty for out-of-range errors. This model is useful in 
economic forecasting, time series, and financial analysis 
problems, as it offers a robust solution to data variability. 

The MLPRegressor (Artificial Neural Network for 
Regression) model is a multi-layered artificial neural network 
used for regression tasks. It consists of an input layer, one or 
more hidden layers, and an output layer, where each neuron 
applies a nonlinear transformation to the data using activation 
functions such as ReLU or sigmoid. 

Given an input set X, the three-layer (input, hidden, and 
output) neural network is defined as: 

 ℎ𝑙 = 𝑓(𝑊𝑙ℎ(𝑙−1) + 𝑏(𝑙)) (6) 

where, ℎ𝑙  is the activation of layer l, 𝑊𝑙 is the weight matrix 

of layer l, 𝑏𝑙 is the bias vector and f(.) is the activation function.   

For the output layer in regression, the final prediction is: 

 �̂� = 𝑊𝐿ℎ(𝐿−1) + 𝑏(𝐿) (7) 

where, L is the final layer. 

The KNeighborsRegressor is a machine learning model 
based on the k-Nearest Neighbors (KNN) algorithm, used for 
regression tasks [9], [38]. Instead of learning an explicit feature 
during training, it stores the data and predicts the value of a new 
instance by calculating the average of the k nearest neighbors in 
the feature space [39]. 

For an input X, the prediction is defined as: 

 

�̂� =
1

𝑘
∑ 𝑦𝑖

𝑘

𝑖=1

 (8) 

where, 𝑘  is the number of neighbors y 𝑦𝑖  are the target 
values of the k nearest neighbors. The model uses a distance 
metric (by default, Euclidean) to find the nearest neighbors and 
may weight their contribution according to closeness. 

The BaggingRegressor is an ensemble learning model based 
on the Bootstrap Aggregating (Bagging) technique, which 
improves the accuracy and stability of regression models by 
reducing the variance [40]. 

 

�̂� =
1

𝐵
∑ 𝑓𝑏(𝑥)

𝐵

𝑏=1

 (9) 

�̂�: Final prediction of the Bagging model. 

B: Total number of base models (estimators). 

𝑓𝑏(𝑥): Base model prediction bbb for an input x 

∑ 𝑓𝑏(𝑥)𝐵
𝑏=1 : Suma de las predicciones de todos los modelos 

base  

1

𝐵
: Average of the predictions. 

Under this approach it helps to reduce the variance of the 
base model, making it more robust and stable compared to a 
single regression model. 

A "Coarse Decision Tree" refers to a decision tree with 
limited depth, meaning it has a small number of levels or splits 
[41]. 

 

�̂�(𝑥) = ∑ 𝑐𝑚.

𝑀

𝑚=1

1(𝑥𝜖𝑅𝑚) (10) 

�̂�(𝑥): Decision tree prediction for an input x. 

M: Total number of regions (or leaf nodes) created by the 
tree. 𝑅𝑚: m-th region into which the feature space is divided. 

𝑐𝑚: Output value for the region  𝑅𝑚 (usually the average of 
the training values in that region). 

1(𝑥𝜖𝑅𝑚): Indicator function, which is 1 if x belongs to the 
region 𝑅𝑚 and 0 otherwise. 

D. Model Evaluation 

i. Root Mean Square Error (RMSE) 

RMSE is a widely used metric that measures the average 
magnitude of inter-predicted errors 𝑦𝑖  and observed �̅�𝑖  values 
[42]. The accuracy of the model is assessed comprehensively, 
with lower values indicating better performance [43]. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑖 − �̅�𝑖)

2

𝑁

𝑖=1

 (11) 

where, N is the total number of observations. 

ii. Mean absolute error (MAE) 

MAE quantifies the mean absolute difference between 
predicted and predicted�̅�𝑖  and observed 𝑦𝑖  values, providing a 
measure of the accuracy of the model without considering the 
direction of the errors [44]. 

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − �̅�𝑖|

𝑁

𝑖=1

 (12) 

where, N is the total number of observations. 

iii. Mean square error (MSE) 

MSE measures the average of the squares of the inter-
predicted errors �̅�𝑖 and observed 𝑦𝑖  values, providing a measure 
of the model's accuracy that emphasizes errors larger than MAE 
[45]. 
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𝑀𝑆𝐸 =
1

𝑁
∑(𝑦𝑖 − �̅�𝑖)

2

𝑁

𝑖=1

 (13) 

iv. Coefficient of Determination (𝑅2) 

Often denoted as 𝑅2, assesses the proportion of the variance 
in the dependent variable (economic growth) that is predictable 
from the independent variables (public expenditure). It ranges 
between 0 and 1, where higher values indicate better explanatory 
power [46], [47]. 

 
𝑅2 = 1 −

∑ (𝑦𝑖 − �̅�𝑖)
2𝑁

𝑖=1

∑ (𝑦𝑖 − �̅�𝑖)
2𝑁

𝑖=1

 (14) 

where, N is the total number of observations 𝑦𝑖  is the 
observed value, �̅�𝑖  es el valor, Foreseen �̅�𝑖  is the mean of the 
observed values. 

These performance indices jointly assess the predictive 
accuracy of the model, highlighting different aspects of the 
prediction errors 

E. Interpretation of Results 

SHAP is used to interpret the importance of variables and 
understand their impact on predictions [48]. That is, it is a 
technique based on cooperative game theory that is used to 
explain the predictions of machine learning models. It aims to 
assign an importance value to each variable in a prediction, 
indicating how much each variable contributes to the final 
outcome of the model.  

IV. RESULTS 

Table I presents the performance metrics of the evaluated 
models. It is observed that the K-Nearest Neighbors (KNN) 
model obtained the best performance, with an 𝑅2 of 0.972 and 
low errors (RMSE: 507.67, MAE: 479.79, MSE: 2.577), 
followed closely by Ensemble Bagging, which presents the best 
performance, with significantly low error values (RMSE, MAE, 
and MSE) and a coefficient of determination 𝑅2  of 0.971 
respectively, indicating excellent predictive capacity. The Fine 
Trees and Decision Tree-Coarse models also shows good 
performance with 𝑅2  of 0.70 and 0.86, respectively. On the 
contrary, Gaussian Process Regression, Support Vector 
Machine - Linear, Neural Network, and Random Forest 
presented poor results, with negative R² values, which indicates 
that these models failed to correctly capture the relationship in 
the data and have poor predictive capacity, as seen in Table I. 
Therefore, the K-Nearest Neighbors (KNN) model is selected as 
the best model due to its higher coefficient of determination and 
better performance in error metrics. 

Fig. 1 presents four bar charts comparing the performance of 
different models using statistical metrics such as RMSE, MAE, 
MSE, and R². One specific model is observed to have high 
RMSE, MAE, and MSE values, indicating that its predictions 
are highly inaccurate compared to the others. Furthermore, the 
R² chart shows a significant negative value, suggesting that the 
model performs worse than a simple mean of the data. These 
results highlight the importance of choosing models with lower 
error and greater explanatory power to ensure more accurate 
predictions in the analysis of economic growth and fiscal policy 
in Peru. 

TABLE I.  PERFORMANCE METRICS (R2, RMSE, MSE, MAE) OF EIGHT 

MACHINE LEARNING ALGORITHMS IN ECONOMIC GROWTH PREDICTION 

Algorithms RMSE MAE MSE R2 

Gaussian Process 

Regression 
7112.721647 5947.319059 

5.059081

e+07 
-4.450982 

Fine Trees 1651.050643 1244.274174 
2.725968

e+06 
0.706287 

Random Forest 
640502.80188

2 

242370.2272

61 

4.102438

e+11 

-

44201.331
238 

Support Vector 

Machine - Linear 
4494.461921 3850.421271 

2.020019

e+07 
-1.176499 

Neural Network 93653.049841 
68484.70892

9 

8.770894

e+09 

-
944.03296

2 

K-Nearest 
Neighbors 

507.668979 479.793237 
2.577278
e+05 

0.972231 

Ensemble 

bagging 
514.511294 417.417693 

2.647219

e+05 
0.971477 

Decision Tree-
Coarse 

1117.733454 884.153401 
1.249328
e+06 

0.865389 

 
Fig. 1. Evaluating the performance of machine learning models. 

 
Fig. 2. Comparison of actual and predicted values. 

Fig. 2 presents a scatter plot comparing actual values with 
values predicted by a K-Nearest Neighbors (KNN) model, 
showing a positive linear relationship where the points cluster 
around an upward trend, suggesting that as actual values 
increase, predicted values also increase. Therefore, the model 
used has a good predictive capability. 
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Fig. 3. SHAP Analysis of the importance of variables. 

 
Fig. 4. Average importance of the characteristics according to SHAP values. 

The importance of variables in predictive growth models 
using SHAP values. Fig. 3, shows the greatest influence of a 
variable on a specific prediction at each point, with colors 
indicating the characteristic's value (blue for low values and red 
for high values). Variables such as "Net Debt," "Liabilities," and 
"Interest on Central Government External Debt" are observed to 
have an influence on the model's predictions, as they have high 
SHAP values, indicating their strong contribution to the results. 
Fig. 4, presents the summary of the average importance of each 
variable in the model, highlighting again that "Net Debt" and 
"Liabilities" are the most influential factors. Therefore, these 

visualizations confirm that variables related to debt and tax 
revenue play an important role in predicting economic growth, 
suggesting that policies that affect these indicators can directly 
impact economic projections. 

 
Fig. 5. Breakdown analysis of the results of fiscal policy variables. 

Fig. 5 provides a detailed breakdown of the importance of 
fiscal policy variables in predicting economic growth outcomes. 
Similarly, SHAP explains and shows how different variables 
influence the model's prediction. The prediction base is 
approximately 2.52 million, but the factors represented in blue 
have decreased the final prediction to 9,206.99. Public 
investment has a slight positive influence, while net debt, 
liabilities, central government interest, income tax, and central 
government gross capital formation have negative effects on the 
prediction, suggesting that these factors are associated with a 
decline in economic growth. This reinforces economic theory, 
indicating that high levels of debt and tax burden can limit the 
dynamism of real GDP, highlighting the importance of a 
balanced fiscal policy in fostering sustainable economic 
development. 

V. DISCUSSION 

The results obtained in this study demonstrate that the K-
Nearest Neighbors (KNN) model and Ensemble Bagging are 
highly effective in predicting Peru's economic growth using 
fiscal policy variables. In particular, the KNN model achieved a 
coefficient of determination (R²) of 0.972. These models showed 
high prediction accuracy, with low errors in the RMSE, MAE, 
and MSE metrics. Furthermore, the variables with the greatest 
influence on the prediction, according to SHAP, were Net Debt, 
Liabilities, and Interest on External Debt, suggesting that these 
variables play a relevant role in the country's economic 
dynamics. 

Thus, these findings underscore the importance of fiscal 
policy management for economic growth. Previous studies have 
highlighted that government debt and fiscal policy can have 
positive or negative effects depending on their administration 
[1], [4]. The identification of net debt and liabilities as important 
variables confirms the importance of prudent public debt 
management to avoid adverse impacts on the economy. 
Furthermore, such management is essential for promoting 
sustainable economic growth in Peru. 

It is worth noting that the results are consistent with previous 
research, such as the usefulness of Machine Learning models in 
macroeconomic prediction [49]. The superiority of the KNN 
model over other models, such as Random Forest and Neural 
Networks, agrees with studies that highlight the effectiveness of 
models based on economic time series [50]. Furthermore, the 
application of SHAP for model interpretation reinforces the 
need for explanatory tools in predictive economics, as they 
allow results to be more accessible, understandable, and 
ultimately, more useful for informed and responsible decision-
making [51]. 

Despite the promising results, this study has some 
limitations. First, the data used come exclusively from the 
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Central Reserve Bank of Peru, which may limit the 
generalizability of the findings to other economies with different 
fiscal policy structures. Furthermore, social or environmental 
variables, such as income inequality or climate change, which 
could influence economic growth, were not included [52]. 
Finally, the study focused on annual data, which may not capture 
short-term economic dynamics. 

Consequently, future research could focus on integrating 
high-frequency data and incorporating international financial 
indicators to improve the models' predictive capacity. Likewise, 
the use of hybrid approaches that combine econometric 
techniques with deep learning could provide better results in 
economic prediction [53]. 

VI. CONCLUSION 

This study analyzes the application of machine learning 
models to predict Peru's economic growth using fiscal policy 
variables with a high degree of accuracy, especially with the 
KNN and Ensemble Bagging models. These models have 
proven to be highly effective and robust for economic analysis, 
as they are able to capture nonlinear relationships between fiscal 
variables and economic growth, outperforming traditional 
approaches such as Random Forest and neural networks. 

Furthermore, the SHAP analysis identified the most 
influential variables, providing valuable information for fiscal 
policy decision-making. In particular, it highlights the 
importance of Net Debt, Liabilities, and Interest on External 
Debt as key factors affecting economic growth. 

Finally, the K-Nearest Neighbors (KNN) model was selected 
as the best for its performance and robustness. As a result, the 
study validates the use of machine learning models for economic 
forecasting and suggests that prudent fiscal management, 
focused on debt and liability control, positively influences Peru's 
economic growth. Furthermore, this work contributes 
significantly to the field of macroeconomic forecasting. 
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