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Abstract—Generative adversarial networks (GANs) have 

gained popularity for their ability to synthesize images from 

random inputs in deep learning models. One of the notable 

applications of this technology is the creation of realistic videos 

known as deepfakes, which have been misused on social media 

platforms. The difficulty lies in distinguishing these fake videos 

from real ones with the naked eye, leading to significant concerns. 

This study proposes a supervised machine learning approach to 

effectively differentiate between real and counterfeit videos by 

detecting visual artifacts. To achieve this, two facial features are 

extracted: eye blinking and nose position, utilizing landmark 

detection techniques. Both features were trained on supervised 

machine learning classifiers and evaluated using the publicly 

available UADFV and Celeb-DF deepfake datasets. The 

experiments successfully demonstrate that the proposed method 

achieves a promising and superior performance, with an area 

under the curve (AUC) of 97% for deepfake detection in contrast 

to state-of-the-art methods investigating the same datasets. 
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I. INTRODUCTION 

The current digital age has seen an unprecedented 
widespread use of smartphones and other such devices, making 
several social networking platforms popular and part of our 
daily lives. Statistics show that users upload billions of pictures 
and videos daily on such platforms. This rise of social 
networking platforms has also given birth to the intent of 
manipulating such photos and videos for several reasons, hence 
the concept of Deepfake. 

In recent years, deep learning algorithms such as generative 
adversarial networks (GANs) have been able to generate fake 
videos and manipulate digital media semantics. In this process, 
two deep learning models are created, which are pitched against 
each other to compete. One of these models is trained on real 
data and then tries to create fake images. On the other hand, the 
other model tries to differentiate the real images from the fake 
ones. The model that creates fake images keeps improving and 
improving to such an extent that it becomes impossible for the 

other model to differentiate the real images from the fake ones. 
Algorithms like Face2Face and Deepfake availability on the 
internet make the propagation of digital videos more 
convenient. The convenience brought ease in spreading the 
synthesized videos on social platforms [1]. 

Generative models have many applications, such as image 
translation tasks, generating speech with manipulated fake 
faces, and forging a new identity that did not exist before. The 
inappropriate use of deepfakes on social media is alarming for 
the public, whether the propagated videos are trustworthy or 
not. Deepfake videos commonly affect public figures 
(celebrities, politicians), causing security and privacy threats. 
Generated Deep-fake is manipulated in various ways, i.e., using 
specific individual attributes, swapping a complete face, 
manipulating facial expressions, and generating a new identity 
face [2] in deepfake videos. 

Presently, the detection method for deepfakes relies on 
identifying artifacts [2], such as lip synchronization with speech 
[3], color inconsistencies, and the unnatural representation of 
eye blinks, which is less compared to natural blinks [4]. The 
frequency of eye blinks in humans varies according to age and 
gender, whereas an average adult human blinks between 2 and 
10 times per second [5]. 

Deepfake problems are generally deemed a binary 
classification, where the original video is classified as real and 
manipulated as fake. Other methods might use classifiers such 
as partially fake, in which a video of multiple individuals is 
produced, and only one person's face is altered. Previously, the 
detection work dealt with hand-crafted features and extraction 
to explore artifacts and inconsistencies. Simultaneously, 
current methods utilize automatic techniques to discriminate 
between natural and synthesized Deepfake videos. 

II. RELATED WORK 

Digital manipulation of faces in images, commonly referred 
to as identity swap, has become increasingly prevalent due to 
advancements in computer graphics and deep learning 
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techniques. Significant progress has been made since the 
emergence of initial deepfake databases like UADFV in 2018 
and more recent ones such as Celeb-DF in 2020. As a result, 
detecting fake videos has become more challenging, as they 
appear increasingly realistic. 

Researchers have developed various methods for detecting 
deepfake videos. Detection techniques have also advanced with 
the improvement of the quality of fake images and videos. 
Table I summarizes some of the most noteworthy research in 
this field. While the evaluation parameters are presented in the 
table, it's important to note that using different evaluation 
metrics complicates the comparison of these methods. 

TABLE I.  RELATED WORK 

Reference Detection Method Classifiers Best Performance Dataset 

[1] Visual Features Logistic Regression MLP 

AUC = 85.1% Own 

AUC = 78.0% FF++/DFD 

AUC = 66.2% DFDC Preview 

AUC = 55.1% Celeb-DF 

[2], [3] Face Warping Features CNN 

AUC = 97.7% UADFV 

AUC = 93.0% FF++/DFD 

AUC = 75.5% DFDC Preview 

AUC = 64.6% Celeb-DF 

[4] 

Mesoscopic Features 

Steganalysis Features 

Deep learning features 

CNN 

Acc. ≃ 94.0% 

Acc. ≃ 98.0% 

Acc. ≃ 100.0% 

FF++ (DeepFakes, LQ) 

FF++ (DeepFakes, HQ) 

FF++ (DeepFakes, RAW) 

Acc. ≃ 93.0% 

Acc. ≃ 97.0% 

Acc. ≃ 99.0% 

FF++ (FaceSwap, LQ) 

FF++ (FaceSwap, HQ) 

FF++ (FaceSwap, RAW) 

[5] Deep learning features Capsule Networks 

AUC = 61.3% UADFV 

AUC = 96.6% FF++/DFD 

AUC = 53.3% DFDC Preview 

AUC = 57.5% Celeb-DF 

[6] Deep learning features CNN + Attention mechanism 
AUC = 99.4% 

EER = 3.1% 
DFFD 

[9] Deep learning features CNN 
Precision = 93.0% 

Recall = 8.4% 
DFDC Preview 

[10] Image + Temporal features CNN + RNN 
AUC = 96.9% 

AUC = 96.3% 

FF++ (DeepFakes, LQ) 

FF++ (FaceSwap, LQ) 

[11] Image + Temporal features Dynamic Prototype Network 
AUC = 99.2% 

AUC = 71.8% 

FF++ (FaceSwap, HQ) 

Celeb-DF 

[12] Eye blinking features LRCN AUC = 99.0% UADFV 

[13] Eye blinking features Distance Acc. = 87.5% Own 

[14] - CapsNet 
AUC = 76.8% 

AUC = 86% 

DFDC-P 

Celeb-DF 
 

Recent advances in AI and deep learning have led to the 
creation and proliferation of fake digital content, including fake 
footage, images, audios, and videos [6]. In recent years, several 
machine learning-based tools have made it relatively easy to 
create realistic face swap videos called deepfakes [7]. These 
deepfakes are modern self-manipulation methods that allow 
users to swap identities in a single video. This negative side of 
machine learning is creating new challenges for the general 
population, as people with bad intentions alter the truth and 
compromise people's trust. Literature review shows that current 
solutions to tackle the problem lack the ability to identify the 
source of such fake digital media. One of the most widely used 
biometric authentication methods is fingerprints, which are now 
used in smartphones, tablets, and laptops. However, this 
authentication method can be easily faked [8]. A statistical 
feature extraction and comparative analysis method is used to 
determine the best features. 

The study in [9] proposed a framework in which they extract 
features from CCTV cameras at runtime using spatial and 
temporal domains and build a robust and discriminative feature 
rendering of each sequence. In their methodology, the first 
phase, they are using a multi-loss function to increase inter-
class variance and reduce intra-class difference. In the next 
phase, features are aggregated frame-wise, and temporal 
information is extracted from videos. In the last stage, weighted 
coefficients are combined, and the appearance description of 
the pedestrian is acquired. Interestingly, although the 
compression ratio used during training differs from that used 
for the test videos, the detector performs excellently on 
compressed videos. 

In study [10], the authors examine methods based on GAN 
discriminators to detect Deepfake videos. They trained a GAN 
and extracted the discriminator as a standalone module to 
identify Deepfakes using MesoNet as a benchmark. They tested 
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various discriminator designs on various datasets to see how the 
discriminator's efficacy differs depending on the setting and 
training approach. Using ensemble approaches, they presented 
a methodology to improve the efficacy of a cluster of GAN 
discriminators. These findings reveal that GAN discriminators 
do not function well enough on videos from unverified sources, 
even when enhanced with ensemble approaches. 

Li et al. [11] presented a deep-neural network (DNN) 
scheme to expose Deepfake videos. Physiological signals, such 
as eye blinks, are not well explained in the generated Deepfake 
videos. Blinking refers to the eye's open-close-open movement, 
which varies in humans according to age and gender. The 
Deepfake videos usually carry fewer indications of the natural 
blinking pattern than the original blinks. The authors trained 
VGG16 with a long-short-term memory (LSTM) recurrent 
neural network (RNN) on the dataset having an open eye state. 
However, no dataset has been adequately designed to detect this 
feature; therefore, samples have been taken from the CEW 
(Closed Eye in a Wild dataset) and EBV (Eye Blink Video). 
The authors further investigate DNN to detect artifacts. The 
idea behind identifying artifacts was that the recent Deepfake 
algorithms produce low-resolution and limited-quality images, 
which leave some distinctive artifacts when mapped back to the 
source video. They applied Dlib models that are used to detect 
the facial landmarks of a person’s face. In case of multiple 
resolution cases, the face is aligned and smoothened by 
applying a Gaussian blur, and the face image is then mapped 
with Affine Wrap to simulate the artifacts. The CNN model was 
trained to detect the existence of artifacts in the face region and 
surroundings. The presented model was compared with the four 
states of the models, VGG16, ResNet50, ResNet101, and 
ResNet152. The model tested over UADFV and Deepfake 
TIMIT databases shows promising results regarding these 
databases' state-of-the-art features. A study in [2] surveyed the 
face manipulation techniques and artifacts. They proposed a 
methodology to identify artifacts like eye color, reflection, and 
missing details in teeth formation and eye area. In this regard, 
they have proposed a novel approach using Bi-granularity 
artifacts (BiG-Arts). 

Yang et al. [12] presented a scheme to detect Deepfakes 
through head movement. The Deepfake images are created by 
interlacing fake face images with the actual image, and while 
doing so, the process leaves artifacts in the 3D head position. 
Analyzing 3D head estimation and inconsistency, classification 
can be performed to detect the modification. They proposed an 
SVM classifier, and the results were evaluated for each 
UADFV dataset. The offered method was evaluated using the 
frames of UADFV. Hsu et al. [13] presented a common fake 
feature network (CFFN) model alongside pairwise learning to 
detect Deepfake. A two-phase procedure was followed for 
feature extraction. CFFN used Siamese architecture, and 
classification was performed through CNN. 

Another study in [14] presented an optical flow scheme 
based on a convolutional neural network (CNN). The proposed 
approaches detect the Deepfake on a single video frame, where 
the optical flow approach catches the inter-frame 
dissimilarities. An experiment is performed on VGG16 and 
ResNet50, and results are tested over the Face-Forensic++ 
dataset, showing promising performance. Likewise, a study in 
[15] detects artifacts' presence among real and Deepfake by 
examining the GAN pipeline. The proposed detection scheme 
chooses color feature as a detection parameter and a pre-trained 
machine learning SVM classifier. The method achieved 70% 
accuracy when evaluated over a dataset named NIST 
MFC2018. 

The classical deepfake detection methods use a 
convolutional neural network (CNN) to detect real or fake 
images based on a dataset of still images. They are unable to 
perform the detection of videos. Results show that sequential 
features can be quite crucial for detecting deepfake videos, as 
some of these features can be detected in videos only, e.g., it 
has been observed that in deepfake videos, the eye blink rate is 
much lower than in real videos [14]. Fig. 1 shows the taxonomy 
of various methods, techniques, and classifications applied to 
deepfake detection methods.

 

Fig. 1. Classification of deepfake detection methods. 
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Whereas Table II classifies and summarizes state-of-the-art 
methods and approaches in a hierarchical manner. Starting with 
main categories, that includes the feature set, followed by 
machine learning models and techniques, dataset used, and 

evaluation metrics applied. In the second column it segregates 
the subtypes of each category and consequently the description 
of each category.

TABLE II.  SUMMARY OF TECHNIQUES APPLIED TO DEEPFAKE DETECTION 

Main Category Subcategory Description 

Feature Types 

Visual Artifacts [1], 

[4], [16] 

Color Inconsistencies: Abnormal color dissimilarities or mismatches in different areas of the face. 

Blurring and Boundaries: Blurred edges around the face or other areas of the image where the forged overlay blends 

with the real background. 

Texture and Lighting: Variations in texture and lighting that do not match the neighbouring context. 

Physiological 

Signals [10], [12], 

[17], [18] 

Eye Blinking: Abnormal blinking patterns that are either too frequent or too infrequent as compared to natural human 
behaviour. 

Lip Sync: Reduced synchronization between lip movements and the audio, demonstrating that the speech may be 

dubbed or artificially generated. 

Head Movements: Unnatural head movements that do not align with the rest of the body or the environment. 

Facial Landmarks 

[19]–[21] 

Facial Expression Analysis: Analyzing irregularities in facial expressions, which might not align logically. 

Landmark Deformation: Distortions in the placement of facial landmarks such as eyes, nose, and mouth during 

various expressions or movements. 

Temporal Features 
[21], [22] 

Frame-to-Frame Consistency: Checking for irregularities across successive frames of a video that may show fiddling. 

Optical Flow: Analyzing the motion patterns in video sequences to identify irregularities. 

Machine 

Learning 
Models 

Supervised Learning 

[16], [22] 

Logistic Regression: A simple, binary classification algorithm used for initial investigation. 

Support Vector Machines (SVM): Effective for high-dimensional data. 

Random Forests: An ensemble learning method that combines several decision trees for enhanced accuracy. 

Deep Learning [16], 

[20] 

Convolutional Neural Networks (CNNs): Excellent for extracting spatial features from images and videos. 

Recurrent Neural Networks (RNNs): Appropriate for capturing sequential dependencies in video sequences. 

Capsule Networks: Capture spatial hierarchies and relationships. 

Attention Mechanisms: Focus on the most pertinent parts of the input data. 

Hybrid Models[23] 
CNN + RNN: Combining spatial and temporal features for a detailed analysis. 

Ensemble Methods: Using multiple models to augment detection performance by using their combined strengths. 

Specific 

Techniques 

Handcrafted Feature 

Extraction [24] 

Histogram of Oriented Gradients (HOG): Detecting particular facial features by examining gradients and orientations 

in the image. 

Local Binary Patterns (LBP): Analyzing texture by associating each pixel with its neighbors. 

Deep Learning-
Based Extraction 

[25] 

Pre-trained Networks: Utilizing networks like VGG16, ResNet, which have been pre-trained on large datasets, for 

feature extraction. 

GAN Discriminators: Using the discriminator component of GANs to identify fake content. 

Statistical Analysis 
[26] 

Anomaly Detection: Identifying outliers in facial features and movements that do not follow the likely patterns. 

Pattern Recognition: Identifying and analyzing particular patterns in physiological signals and visual artifacts. 

Signal Processing 

[26] 

Optical Flow Analysis: Identifying motion discrepancies within the video. 

Spectral Analysis: Analyzing frequency components of facial movements to distinguish anomalies. 

Datasets Used 

Publicly Available 

Datasets [27] 

UADFV: Contains real and fake videos specifically created for deepfake detection research. 

Celeb-DF: A large-scale dataset with high-quality deepfake videos. 

 
DFDC (DeepFake Detection Challenge): A diverse dataset from the DeepFake Detection Challenge, containing 

numerous deepfake videos for benchmarking. 

Evaluation 
Metrics 

Accuracy [28], [29] The overall percentage of appropriately classified instances (both real and fake). 

AUC (Area Under 
the Curve) [28] 

Measures the capability of the model to differentiate between classes, providing insight into its performance across 
different thresholds. 

Precision and Recall 

[30] 

Precision: The ratio of true positives to predicted positives, demonstrating the accuracy of the positive predictions. 

Recall: The ratio of true positives to actual positives, demonstrating the capability to identify all positive instances. 

F1-Score [29] The harmonic mean of precision and recall, providing a stable measure of the model's performance. 

Receiver operating 

characteristic (ROC) 

Curves [31] 

Receiver Operating Characteristic curves, which visualize the trade-off between true positive rate and false positive 
rate across different thresholds. 
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A. Contribution 

The contribution of this research paper is as follows: 

 This research work extracts facial feature eye blink 
using a real-time blinking method called Eye Aspect 
Ratio (EAR). To detect the second facial feature, the 
nose's position, we utilize a pre-trained machine 
learning Haar cascade classifier with 97% accuracy for 
efficient detection. 

 To counter this recent threat, this research work used a 
supervised learning method to identify the deepfake 
videos from the real ones. The results show that the 
proposed methodology is quite efficient in 
distinguishing the real videos from the deepfake videos. 

 The presented model is evaluated using pre-trained Eye 
Aspect Ratio (EAR). The proposed scheme detected a 
blinking ratio of 34.1/ min in real video and 3.4/ min in 
fake video. 

This research paper is organized as follows:  Related work 
is given in Section II. Section III discusses the proposed 
methodology, Section IV presents the results and discussion, 
and Section V discusses the conclusion. 

III. METHODOLOGY 

This section proposes a method to detect Deepfake videos 
by extracting facial features. Fig. 2 depicts the proposed 
methodology. Deepfake video detection differs from image 
detection, as manipulation is carried out frame by frame and 
contains temporal characteristics. We are using two features to 
extract the modification: 

 Eyeblink. 

 Nose position. 

Generally, it is observed that individual Deepfake videos 
show abnormal eye blinking, which is less frequent compared 
to normal human blinking behavior. An adult human can blink 
in 2 to 10 seconds, and each blink consumes 0.1 and 0.4 
seconds. Every individual has different blink patterns 
concerning the open and closed state of the eye. Typically, 
Deepfake methods are trained on images that possess an open 
eye state, so it is difficult for Deepfake methods to generate 
synthesized videos with normal blinking behavior. Eyeblink 
contains temporal dependency and is expected to appear as 
temporal artifacts across the frame as manipulation is 
performed over frame-by-frame sequence. A face landmark 
detector is used in the proposed study to detect the face and the 
eye's open /closed state using the DLIB model. Face landmarks 
locate the whole set of feature points of the face, like lips, eyes, 
nose, and contour, which can be detected from the face area. 
The eye blink's first feature is calculated by computing the Eye 
Aspect Ratio (EAR) in each video frame. EAR of the person 
depends on the eye's landmark locations, and it is a constant 
value when the person's eye state is opened and falls to 0 when 
the eye is closed [13]. 

 
Fig. 2. Proposed methodology. 

The following formula calculates EAR: 

𝐸𝐴𝑅𝑖 =      
||𝒫2−𝒫6||+||𝒫3−𝒫5||

2||𝒫1−𝒫4||
                      (1) 

Where Pi (i=1, 2…, 6) are the eye's landmark points, we do 
not know the deep learning algorithms for eye blink detection. 
Fig. 3 and Fig. 4 demonstrate the eye blink and nose positions 
identified in real and fake videos. Overview of the workflow 
for detecting eye blinks in real and fake videos. The Haar 
cascade classifier is used for the second feature, i.e., nose; the 
machine learning approach has rapid detection capability with 
approximately 95% accuracy. We are using a multiscale Haar 
cascade Classifier to detect face and nose position in the video 
stream. We are using the first data set to extract Features, such 
as UADFV, which contains both real and fake videos. For 
example, UADFV features the eye blink and nose position 
extracted from the data set with 98 videos. The dataset collected 
49 real and 49 fake videos with 32,752 frames. These videos 
are generated from the DNN model with FakeApp and are 2 to 
44 seconds long, with an average of 11.26 seconds. 

Tables III and Table IV describe the UADFV and Celeb-DF 
datasets, respectively. Moreover, they show the number of 
videos in each dataset with real and fake counterparts, their 
average length, and frame rate (frames per second). 

TABLE III.  DATASET 1 UADFV SPECIFICATION 

Dataset Number of videos Average length 
Frames per 

second 

REAL 49 11.26 28FPS 

FAKE 49 11.26 28FPS 
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Fig. 3. Overview of workflow detecting eye blink in real and fake videos. 

 
Fig. 4. Overview of workflow detecting nose positions in real and fake videos. 
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Celeb-DF is a new dataset proposed by Li et al. [14] using 
refined generating algorithms with improved quality videos and 
less visible artifacts. The data set used for this experiment is 
Celeb-DF. 

TABLE IV.  DATASET 2 CELEBDF SPECIFICATION 

Dataset 
Number of 

videos 
Average length Frame per second 

REAL 408 13 sec 30FPS 

FAKE 795 13 sec 30FPS 

For a more in-depth analysis, 50 YouTube-real videos and 
50 Celeb-synthesis videos datasets are also considered in 
addition to the two datasets mentioned above for the 
performance analysis of classifiers. 

IV. RESULTS AND DISCUSSIONS 

The extracted facial features are trained and evaluated on 
the datasets for three different classifiers. In the next step, a 
classifier was trained to distinguish between real and fake 
videos. Fig. 5 shows the receiver operating characteristic 
(ROC) curve of the proposed classifiers for the proposed 
feature and classifiers. 

 

Fig. 5. ROC Comparison for UADFV dataset. 

Fig. 6 shows the classification ROC curve analysis on the 
proposed datasets on extracted facial features for different 
classifiers. We refer to the supervised machine learning 
classifiers, SVM, Logistic Regression, and MLP. 

The results show in Table V that the classifiers can 
adequately distinguish between the real and fake sets of videos. 
The Celeb-DF dataset's performance is low compared to the 
UADFV because it contains fewer visible artifacts that are 
difficult to identify. The proposed performance-based method 
is compared with other methods on the same datasets: UADFV 
and Celeb-DF. 

 
Fig. 6. ROC comparison for CELEBDF dataset. 

TABLE V.  PERFORMANCE COMPARISON OF MODELS FOR TWO DATASETS 

Methods/Classifiers UADFV Celeb-DF 

HeadPose-SVM [1] 89.0 54.8 

VA-LogReg 70.2 48.8 

VA-MLP [2] 54.0 46.9 

FWA-CNN [3] 97.4 53.8 

iCaps-Dfake [14] - 86% 

RNN [31] - 73.41% 

Capsule network [5] - 57.5% 

CNN[19] 84.3 54.8 

SVM 

MLP 

LogReg 

93.0 64.0 

97.0 75.0 

85.0 72.0 

Detection is performed on the feature "Head Pose" [12] 
using an SVM classifier. The classifiers generated AUC (%) 
performance of 89.0 on UADFV and 54.8% on the CelebDF 
dataset. Visual artifacts like eyes, teeth, and facial texture are 
identified by applying Logistic Regression and MLP. The 
methods' AUC performances are 70.2% and 48.8% on the 
datasets, respectively [3]. Face Warping artifacts [11] are 
classified by using a CNN. The classifiers show the AUC 
performance of 97.4% for the UADFV dataset and 53.8% for 
the Celeb-DF dataset. For iCaps-Dfake method [14], 
performance on Celeb-DF dataset is 86%. For the RNN [31] 
based classifier, the performance of the Celeb-DF dataset was 
73.41%. For the capsule network [5], the performance of the 
Celeb-DF dataset is 57.5%. For CNN [19], performance on the 
UADFV dataset is 84.3%, and performance on the Celeb-DF is 
54.8%. This research used SVM, MLP, and Logistic 
Regression, which shows strong performance for deepfake 
detection on UADFV and Celeb-DF datasets. MLP exhibited 
the best accuracy among the three methods, i.e., 97% on 
UADFV and 75% on Celeb-DF. SVM achieved 93% on 
UADFV and 64% on Celeb-DF. For LogReg, 85% accuracy is 
achieved on the UADFV dataset and 72% on Celeb-DF. 
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V. CONCLUSION 

The proposed method detects fake blinks in the UADFV 
dataset at a rate of 0.6 per 60 seconds and real blinks at 7.4 per 
60 seconds. Similarly, in the Celeb-DF dataset, we observe a 
rate of 9.8 real blinks and 5.04 fake blinks per minute. Given 
that the average human blink rate is around 10 blinks per 
minute, the generated videos fall below this standard. 
Additionally, we note that the nose position in fake videos from 
the UADFV dataset deviates from its original position more 
than in the Celeb-DF dataset. Both features achieve a higher 
performance with an Area Under the Curve (AUC) of 97% on 
UADFV and 75% on Celeb-DF. For future work, there are 
several directions we plan to explore to enhance our current 
findings. We aim to investigate new deep learning architectures 
for more effective results. Furthermore, we will continue 
searching for facial artifacts and other physiological signals 
often overlooked in synthesized videos. 
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