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Abstract—Manual annotation of large datasets is a time-

consuming and resource-intensive process. Hiring annotators or 

outsourcing to specialized platforms can be costly, particularly for 

datasets requiring domain-specific expertise. Additionally, human 

annotation may introduce inconsistencies, especially when dealing 

with complex or ambiguous data, as interpretations can vary 

among annotators. Large Language Models (LLMs) offer a 

promising alternative by automating data annotation, potentially 

improving scalability and consistency. This study evaluates the 

performance of ChatGPT compared to human annotators in 

annotating an Islamophobia dataset. The dataset consists of fifty 

tweets from the X platform using the keywords Islam, Muslim, 

hijab, stopislam, jihadist, extremist, and terrorism. Human 

annotators, including experts in Islamic studies, linguistics, and 

clinical psychology, serve as a benchmark for accuracy. Cohen’s 

Kappa was used to measure agreement between LLM and human 

annotators. The results show substantial agreement between LLM 

and language experts (0.653) and clinical psychologists (0.638), 

while agreement with Islamic studies experts was fair (0.353). 

Overall, LLM demonstrated a substantial agreement (0.632) with 

all human annotators. ChatGPT achieved an overall accuracy of 

82%, a recall of 69.5%, an F1-score of 77.2%, and a precision of 

88%, indicating strong effectiveness in identifying Islamophobia-

related content. The findings suggest that LLMs can effectively 

detect Islamophobic content and serve as valuable tools for 

preliminary screenings or as complementary aids to human 

annotation. Through this analysis, the study seeks to understand 

the strengths and limitations of LLMs in handling nuanced and 

culturally sensitive data, contributing to broader discussion on the 

integration of generative AI in annotation tasks. While LLMs 

show great potential in sentiment analysis, challenges remain in 

interpreting context-specific nuances. This study underscores the 

role of generative AI in enhancing human annotation efforts while 

highlighting the need for continuous improvements to optimize 

performance. 
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I. INTRODUCTION 

Data annotation is the process of tagging raw data with 
relevant information to enhance the performance of machine 
learning models. The terms "data annotation" and "data 
labeling" are often used interchangeably, referring to the 
assignment of predefined labels to data points to create training 
datasets for machine learning algorithms [1]. Traditionally, this 
task is performed by human annotators following established 

rules and standards. For instance, in sentiment analysis, 
sentences or documents are classified as "positive", "negative", 
or "neutral". However, manual annotation is both time-
consuming and labor-intensive, limiting its scalability for 
various natural language processing (NLP) applications [2]. 

Employing human annotators or outsourcing to specialized 
platforms can be costly, making large-scale annotation 
challenging [3], [4]. Additionally, human annotation is prone to 
inconsistencies, particularly when dealing with complex or 
ambiguous data, as interpretations may vary among annotators, 
impacting the reliability and reproducibility of datasets [5], [6]. 
This issue is especially pronounced in subjective tasks like 
sentiment analysis or hate speech detection, where annotator 
disagreement is common [5], [7]. Furthermore, the reliance on 
experts in fields such as linguistics, Islamic studies, or clinical 
psychology restricts the availability of qualified annotators, 
further complicating manual annotation efforts [8]. 

Despite these challenges, human annotation remains an 
essential component of machine learning and NLP. It goes 
beyond simple label assignment by incorporating contextual 
and supplementary information. Crowdsourcing has emerged 
as an effective approach for constructing large-scale datasets, 
particularly for subjective or culturally sensitive tasks [9]. It 
plays a crucial role in training machine learning models for 
applications such as hate speech detection [10], reading 
comprehension [11], sentiment analysis [12],[13], and bot 
detection [14]. However, the process remains resource-
intensive, requiring domain expertise, significant time 
investment, and extensive labor, particularly for large datasets 
[15]. As dataset sizes continue to expand, the scalability of 
manual annotation becomes increasingly impractical, leading to 
delays and higher costs in data processing and analysis [16], 
[17]. 

This study is organized as follows: Section I introduces the 
research background, motivation, and objectives of the study. 
Section II presents a comprehensive review of related literature. 
Section III details the research methodology, including dataset 
selection, annotation protocols, and validation metrics. Section 
IV reports and analyzes the results of the comparative 
annotation task. Section V discusses the findings in relation to 
prior studies. Section VI identifies the limitations of the study, 
while Section VII offers recommendations for enhancing LLM-
based annotation frameworks. Finally, Section VIII concludes 
with a summary of the key insights and suggests directions for 
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future research in the automated annotation of culturally 
sensitive content. 

A. Challenges in Annotating Islamophobia Datasets 

Islamophobia, defined as prejudice and discrimination 
against Muslims [18], [19] has become increasingly prevalent 
on social media and online platforms [20], [21]. Its 
manifestations range from over hate speech to subtle biases, 
making its detection and mitigation a challenging task. 
Research on Islamophobia dataset annotation reveals 
significant gaps in existing methods, particularly in consistency 
and accuracy. Annotating social media content for 
Islamophobia is complex, requiring cultural awareness, 
linguistic expertise, and standardized methodologies. This 
section critically examines the limitations of current text 
annotation approaches while identifying potential areas for 
improvement. 

One major challenge is the ability of models to interpret 
nuanced and ambiguous content, especially in Islamophobic 
narratives [22] ,[23].  Many existing approaches fail to account 
for cultural and linguistic diversity, underrepresented languages 
and dialects [24] leading to misclassifications. Transformer-
based models such as BERT and GPT offer a potential solution 
by enhancing contextual understanding. However, applying 
these models to low-resource languages [25] requires extensive 
fine-tuning and pre-training on diverse corpora. 

Another critical issue is bias and fairness in model outputs, 
which is particularly problematic when classifying sensitive 
topics like religion [26] ,[27] . Labeling discrepancies often 
arise due to subjective interpretations by human annotators, 
introducing unintended biases into machine learning models. 
This problem is especially evident in hate speech detection, 
where definitions and interpretations vary across studies [28]. 
Manual annotation can worsen these inconsistencies, as 
annotators’ personal and cultural perspectives influence 
labeling decisions, leading to a lack of standardization 
[29],[30], [31] . Addressing these biases requires the 
development of standardized annotation frameworks that 
promote fairness and consistency. Multi-annotator systems and 
consensus-based labeling methods can help mitigate 
subjectivity, improving dataset reliability and validity [32] , 
[33]. 

Despite these challenges, recent advancements present new 
opportunities for improvement. Hybrid approaches that 
combine human expertise with large language models (LLMs) 
leverage the semantic understanding capabilities of LLMs to 
enhance annotation consistency [7], [33] . Techniques such as 
zero-shot and few-shot learning, where pre-trained models 
classify data with minimal labeled examples, offer potential 
solutions for handling ambiguous content. Additionally, 
integrating auxiliary tasks such as sentiment analysis and 
emotion detection can provide deeper insights, improving 
classification accuracy in Islamophobia-related research. 
Addressing labeling inconsistencies, limited contextual 
awareness, and challenges in interpreting ambiguous language 
requires a combination of hybrid models, context-aware 
architectures, ethical annotation frameworks, and advanced AI 
methodologies. Future research should prioritize these 

developments to enhance the robustness, reliability, and 
fairness of Islamophobia detection systems. 

B. The Role of Large Language Models in Annotation 

The emergence of advanced Large Language Models 
(LLMs), such as ChatGPT, has revolutionized the data 
annotation landscape. Developed by OpenAI, ChatGPT can 
generate human-like text responses, making it a valuable tool 
for automating labor-intensive annotation tasks. Its ability to 
understand context, produce coherent text, and adapt to 
different styles and tones makes it a promising alternative to 
manual data labeling. 

A recent study [34] explored the use of ChatGPT as a zero-
shot learning model for annotating financial sentiment datasets. 
The study found that when ChatGPT was integrated with 
machine learning models such as pre-trained BERT and 
Support Vector Machines, it achieved an average accuracy of 
90%. This research highlights ChatGPT’s potential to identify 
emotional tone and sentiment in textual data, facilitating 
annotation for sentiment analysis tasks. 

To address the growing need for scalable and consistent 
annotation of Islamophobia-related content, this study 
investigates the performance of a Large Language Model 
(ChatGPT) in comparison to domain-expert human annotators. 
In doing so, the research places strong emphasis on validation 
measures such as inter-rater reliability (Cohen’s Kappa) and 
classification performance metrics including accuracy, 
precision, recall, and F1-score, which are widely used to assess 
model performance in annotation tasks [67], [68]. These 
measures are critical for ensuring the credibility and 
reproducibility of automated annotation efforts. Furthermore, 
the study situates its findings within the broader context of 
related work by comparing the model’s annotation performance 
to outcomes from prior studies using both human and LLM-
based approaches [34], [36], [38], [41]. This comparative 
perspective highlights not only the capabilities and limitations 
of ChatGPT but also informs the design of hybrid human-AI 
annotation frameworks. 

While human annotators, particularly those with specialized 
knowledge, remain indispensable, their involvement poses 
challenges related to scalability and consistency. This study 
investigates the feasibility of using LLMs for text annotation in 
the context of sentiment analysis related to Islamophobia. The 
objectives of the research are: 

1) Assess the agreement level between LLM-generated 

annotations and human-labeled data. 

2) Evaluate the accuracy of LLMs in annotation tasks. 

To guide the investigation and align with the study’s 
objectives, the following research questions are proposed: 

1) To what extent do LLM-generated annotations agree 

with human-labeled data in the context of Islamophobia 

detection? 

2) How accurate are Large Language Models in annotating 

Islamophobia-related content compared to expert human 

annotators? 
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By comparing LLM performance with human experts in 
Islamic studies, linguistics, and clinical psychology, the study 
seeks to determine whether LLMs can effectively replace 
human annotators in this domain. This analysis will provide 
insights into the strengths and limitations of LLMs in handling 
nuanced and culturally sensitive data, contributing to broader 
discussions on the integration of generative AI in annotation 
workflows. 

II. LITERATURE REVIEW 

A. The Role of Large Language Models in Data Annotation 

LLMs like ChatGPT have recently gained traction as 
promising tools for automating the labor-intensive process of 
manual data annotation. More than just tools, these models play 
a crucial role in improving the accuracy and efficiency of data 
labeling. Since its release, ChatGPT has drawn significant 
attention from researchers, leading to its application across 
diverse fields, including social computing [35], natural 
language processing [36],[37], sentiment analysis [9],[38], and 
medical science [39]. 

Advancements in LLMs have reshaped the data annotation 
landscape, offering both opportunities and challenges for 
researchers. Studies indicate that ChatGPT-4 surpasses human 
experts in identifying political messages, demonstrating higher 
accuracy and reliability than crowd workers and subject matter 
experts, while maintaining equal or lower bias [3]. This 
advantage extends to sentiment analysis, where ChatGPT has 
achieved an impressive 98.9% sentiment recognition accuracy, 
outperforming traditional lexicon-based methods [34],[38]. 
Additionally, the development of specialized LLMs, such as 
BloombergGPT a 50-billion-parameter financial language 
model, highlights the potential for domain-specific 
applications, including specialized annotation tasks [40]. 

Despite these advancements, the performance of LLMs 
varies across different contexts and languages. While ChatGPT 
performs well in sentiment analysis, its accuracy differs across 
languages such as Turkish, Indonesian, and Minangkabau, 
where human annotators demonstrate superior context 
awareness and nuanced interpretation [41]. Studies show that 
while median accuracy across tasks reaches 85%, one-third of 
tasks exhibit lower precision or recall  [42]. Similarly, GPT-4 
achieves up to 95% accuracy for short text classification but 
struggles with longer texts and non-English content [43]. These 
performance disparities are particularly relevant to specialized 
fields like Islamophobia research, where cultural context and 
linguistic intricacies significantly impact annotation quality. 

LLM-driven annotation provides significant cost and 
efficiency benefits. Studies show that GPT-3 reduces labeling 
costs by 50% to 96% compared to human annotation, with some 
in-house models outperforming GPT-3 when trained on labeled 
data [37]. Additionally, open-source LLMs such as 
HuggingChat and FLAN have demonstrated superior 
performance in specific tasks, offering cost-effective 
alternatives to proprietary models [44]. However, quality 
management remains a major concern, with 30% of studies 
reporting poor quality control and a lack of transparency in 
annotation methodologies [45]. 

B. Human versus LLM Hybrid Approaches for Enhanced 

Annotation 

Research supports hybrid annotation strategies that 
combine LLM capabilities with human expertise. The 
CoAnnotating framework enhances collaboration between 
humans and LLMs using uncertainty measures, improving 
annotation efficiency by up to 21% compared to random 
allocation [46]. Similarly, the AnnoLLM system demonstrates 
that LLMs can function as guided annotators, particularly when 
using an explain-then-annotate approach [47]. MEGAnno+ 
underscores the necessity of human validation to ensure reliable 
labels, acknowledging inherent biases and errors in LLM-
generated annotations [48]. 

Despite their capabilities, LLMs still face technical 
limitations. ChatGPT struggles with sarcasm, fragmented 
sentences, and often misclassifies high-polarity tweets as 
neutral [14], [46]. Literature suggests that ChatGPT’s NLP 
performance may fall short of supervised baselines due to token 
limitations and task mismatches, though optimization 
techniques can significantly enhance outcomes [49]. 
Additionally, adversarial annotation studies reveal that more 
advanced models sometimes perform worse when faced with 
stronger adversarial inputs, emphasizing the need for robust 
validation procedures [11]. 

Quality assurance remains a critical concern in LLM 
annotation. Research highlights the importance of human 
validation in improving LLM-generated labels, with optimized 
workflows significantly enhancing annotation accuracy [42]. 
Active learning methods can reduce manual annotation efforts, 
with studies showing that ChatGPT’s annotations closely match 
human-labeled data when properly evaluated [39]. The 
construction of gold-standard datasets is essential for 
maintaining annotation reliability, particularly in cases where 
human annotators achieve high intercoder agreement [41]. 

C. Optimizing LLM Performance Through Prompt 

Engineering 

Prompt engineering plays a crucial role in maximizing LLM 
efficiency. The APT-Pipe framework demonstrates that 
customized prompts can improve F1-scores by an average of 
7.01% across multiple text classification datasets [50].  
Different prompting strategies significantly impact annotation 
quality, with GPT-4 exhibiting greater variability than GPT-3.5 
[51]. 

A recent study [52] developed binary classification prompts 
using GPT-3.5 Turbo, GPT-4, and DepGPT to categorize texts 
as "Non-Depressive" or "Depressive", focusing on performance 
and cost-effectiveness, particularly in the Bangla language. 
Similarly, [36] explored three GPT-3-based approaches: 
prompt-guided unlabeled data classification, synthetic training 
data generation, and dictionary-assisted annotation. Findings 
suggest that GPT-3 can generate labeled data from scratch or 
convert structured knowledge into natural language, reducing 
the need for human annotation. Unlike human annotators, who 
require extensive training and work at a slower pace, GPT-3 
enables rapid annotation at scale. 

While LLMs can generate high-quality labels, human 
oversight remains essential for ensuring annotation accuracy 
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and reliability [36] [53]. A study by [13] found that GPT-3 
significantly improves text classification by generating precise 
pseudo-labels across multiple languages while reducing manual 
workload. This adaptability makes it particularly effective for 
domain-specific, multilingual datasets. Implementing a 
verification system that assesses LLM-generated labels, 
coupled with manual review for low-confidence outputs, 
presents a promising solution [54]. Such approaches are 
especially critical in Islamophobia research, where cultural 
sensitivity and accurate interpretation are paramount. 

D. Future Directions for LLM-Driven Annotation 

To enhance the performance of large language models 
(LLMs), future research should prioritize advancements in 
training methodologies for low-resource languages and 
improvements in prompt engineering [14],[41],[55],[56]. 
Striking a balance between automation efficiency and human 
expertise is essential for ensuring accurate and contextually 
relevant annotations. 

An evaluation of LLM capabilities through Bloom’s 
Taxonomy suggests that ChatGPT-4 excels in lower-order 
cognitive processes such as Remembering, Understanding, and 
Applying [57], [58]. Similar to human memory, the model 
effectively retrieves and categorizes information. However, 
studies indicate that GPT-4 may struggle with transferring 
learned concepts to new contexts, leading to occasional 
misinterpretations or omissions of critical details [59]. These 
challenges often arise from inherent model biases and a 
tendency to generate responses that maximize probabilistic 
likelihood rather than maintaining strict logical coherence  [60] 
[61]. 

A hybrid approach that combines AI-generated pseudo-
labels with human annotations could enhance both accuracy 
and cost efficiency in annotation tasks [37], [62]. While LLMs 
significantly reduce the workload associated with manual 
labeling, challenges related to consistency, bias mitigation, and 
contextual awareness persist. Research highlights the 
importance of human-in-the-loop validation to uphold 
annotation quality [63]. Active learning techniques, where 
human annotators review and refine low-confidence instances 
identified by LLMs, have shown promise in improving dataset 
reliability. This synergy between AI-driven efficiency and 
human intuition could establish a more robust annotation 
framework, particularly in sensitive areas such as Islamophobia 
detection. 

III. METHODOLOGY 

This study employs a comparative methodology to evaluate 
the alignment between human annotations and ChatGPT-
generated annotations on a primary Islamophobia dataset. As 
illustrated in Fig. 1, the research framework includes data 
collection, and annotation by both human experts and 
ChatGPT, followed by an assessment phase utilizing Cohen’s 
Kappa analysis and various performance metrics. 

A. Workflow for Data Annotation 

Fig. 1 illustrates a data processing workflow for analyzing 
content related to sensitive topics. It begins with data crawling 
from a platform (referred to as "X platform") using specific 

keywords like "Islam", "Muslim", "women", "hijab" 
"stopislam", and "terrorist". This collected data forms a 
research dataset, which then branches into two parallel 
processing paths. On the left path, a validation survey form is 
created, followed by human-based dataset labeling. On the right 
path, prompt engineering is developed, followed by dataset 
labeling using Generative Artificial Intelligence (ChatGPT). 
Both labeling approaches converge to create a dataset 
consisting of comments and labels. The final step involves 
evaluating inter-rater agreement between the human and AI 
labeling methods using Cohen Kappa analysis to measure 
consistency and reliability of the classifications 

 
Fig. 1. Workflow for data annotation by human and LLM. 

B. Dataset 

The dataset consists of fifty publicly available tweets, 
manually collected from the X platform (formerly known as 
Twitter). The tweets were retrieved using a set of Islamophobia-
related keywords, including Islam, Muslim, hijab, stopislam, 
jihadist, Islamic extremist, and terrorism, adapted from prior 
research on Islamophobia detection[64],[65],[66].  The 
selection of these keywords is justified by their relevance to the 
study of Islamic beliefs, practices, and the worldview of over a 
billion people. Each tweet was selected to represent a range of 
sentiments (positive, negative, and neutral) and was manually 
reviewed for relevance. The dataset was then annotated as 
either Islamophobia or Non-Islamophobia, as shown in Table I. 

TABLE I.  THE DATASETS WITH THEIR APPROPRIATE LABEL 

Tweet ID Tweet Label 

1 

The best part of living in #Malaysia as a 

#Muslim majority country is being able 
to pray anywhere and at anytime. 

Alhamdulillah. 

NON-
ISLAMOPHOBIA 

2 

#Indonesia, #Malaysia and other 
#Asian countries often criticize the 

West's hypocrisy, citing lack of 

criticism on #Israel as main example 

NON-

ISLAMOPHOBIA 

3 
CCP #China people shitting and peeing 
in #Malaysia again. This time in 

#Islam's holiest place 

ISLAMOPHOBIA 
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C. Human Annotators 

Experts annotated the dataset to determine whether it 
contained Islamophobic content. Three specialists (i.e., an 
Islamic scholar, a language expert, and a clinical psychologist) 
conducted independent evaluations based on their respective 
areas of expertise. Their assessments established a baseline for 
accuracy and reliability, against which the performance of the 
LLM was compared. This diverse panel was selected to account 
for different perspectives on the topic. 

The Islamic scholar provided deep insight into Islamic 
teachings, cultural nuances, and religious sensitivities, ensuring 
an accurate and contextually appropriate identification of 
Islamophobia. Their expertise was crucial in detecting subtle 
forms of discrimination and bias that might go unnoticed by 
those less familiar with Islamic culture and theology. The 
language expert analyzed linguistic structures, semantics, and 
pragmatics to ensure the sentiment analysis accurately captured 
the intended meaning and tone of the tweets. Their role was 
essential in identifying nuanced expressions of prejudice or bias 
embedded in language. The clinical psychologist contributed an 
understanding of human behavior, emotions, and the 
psychological impact of Islamophobic content, helping to 
assess the potential harm or distress it could cause to individuals 
and communities. Their expertise in bias and discrimination 
added depth to the evaluation process. 

Due to their high-ranking positions within their institutions 
and other professional commitments, the panelists required 
three months to complete the annotation process for just fifty 
tweets. 

D. LLM Annotation 

This study utilized the ChatGPT 3.5 API to annotate the 
dataset, following OpenAI's official prompt examples for 
classification tasks. The prompt strategy was based on the 
structured approach outlined in OpenAI’s documentation, 
where most prompts are framed as imperative sentences starting 
with action verbs like "classify" or "give". To ensure efficient 
processing within ChatGPT's token constraints, the dataset was 
fed into the model in batches of ten lines per prompt. This batch 
processing method was designed to align with ChatGPT’s 
optimized token window size of 16,385 tokens. Table II 
provides an example of the prompt used in this study. 

TABLE II.  EXAMPLE OF TWEET, PROMPT, AND CHATGPT RESPONSE 

Tweet 
"CCP #China people shitting and peeing in #Malaysia 

again. This time in #Islam's holiest place" 

Prompt 

Assess the classification label of the following sentences 

either islamophobia or non-islamophobia.\nFormat of 

output: ID, label. "CCP #China people shitting and peeing 

in #Malaysia again. This time in #Islam's holiest place" 

ChatGPT’s 

response 
ID: 1 

Label: Islamophobia 

E. Inter-Rater Analysis 

The statistical measure Cohen's Kappa was utilized to 
evaluate the reliability and agreement between LLM and human 
annotators. Introduced by Cohen in 1960 [67], the Kappa 
coefficient quantifies chance-corrected agreement on a nominal 
scale between two raters. This measure is widely employed to 
assess inter-rater reliability, offering insights into the 

consistency and agreement among different annotators. Table 
III presents the formula for Cohen's Kappa statistical technique. 

TABLE III.  INTER-RATER AGREEMENT (COHEN KAPPA) 

Statistical 

Techniques 
Variable Formula 

Program 

and Tools 

Inter-rater 

agreement 

measure of how 
reliably two 

raters measure 

the same 

Nominal variable 

 
i. Islamophobia 

ii. Non- 
Islamophobia 

𝑘 =
𝑝𝑜 − 𝑝𝑒
1 − 𝑝𝑒

 

Po = observed 

agreement 
Pe expected 

agreement if a 

random agreement 

Python 

Table IV provides the interpretation of Cohen's Kappa 
agreement [68] which is used in this study. 

TABLE IV.  COHEN KAPPA LEVEL AGREEMENT 

Cohen Kappa Level of agreement 

<0.00 Poor 

0.00 - 0.20 Slight 

0.21 – 0.40 Fair 

0.41 – 0.60 Moderate 

0.61 – 0.80 Substantial 

0.81 - 1.00 Almost Perfect 

F. Majority Voting Rule 

In this study, we enlisted three experts to evaluate whether 
each tweet is Islamophobic or not. The experts represent 
different fields: Islamic studies, language studies, and clinical 
psychology. Each expert provides their classification for the 
tweets. To determine the final classification for each tweet, a 
majority vote was used due to its superior performance 
compared to other linear and metaclassifier combiners (Raza, 
2018). The majority voting rule stipulates that the class with the 
highest number of votes is selected as the final decision, 
provided that the total exceeds 50%. The steps of the majority 
voting process are as follows: 

 Collect Votes: Gather the classifications from all experts 
for each tweet. 

 Count Votes: Count the number of votes for each 
category (Islamophobia or Non-Islamophobia). 

 Determine Majority: The category with the most votes 
is chosen as the final classification for the tweet. 

G. Performance Metrics 

A confusion matrix is a table used to evaluate the 
performance of a classifier on a binary dataset. Table V presents 
the confusion matrix utilized in calculating the accuracy 
performance. 

TABLE V.  CONFUSION MATRIX 

Actual 
Prediction 

Positive Negative 

Positive TP FP 

Negative FN TN 
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The performance metrics used in this study are derived from 
the counts of True Positives (TP), True Negatives (TN), False 
Positives (FP), and False Negatives (FN), as outlined below: 

 True Positives (TP) – both the prediction and actual are 
yes. 

 True Negatives (TN) – both the prediction and actual are 
no. 

 False Positives (FP) – prediction is yes and actual is no. 

 False Negatives (TN) – prediction is no and actual is yes. 

Table VI shows the validation performance metrics used in 
this study, including Precision, Recall, F1-Score, and Accuracy. 
The validation performance analysis was implemented using 
Google Colab and Python programming. 

TABLE VI.  VALIDATION PERFORMANCE METRICS 

Statistical 

Techniques 
Explanation Program and Tools 

Precision 
Positive predictive value in 
classifying the data instances. 

Google Colab and 

Python Programming 

Recall 
Recall is also known as sensitivity 

or true positive rate 

F1-Score 
An F1-score is a combination of 
the precision and the recall, 

providing a single score. 

Accuracy 

Accuracy represents the number 

of correctly classified data 
instances over the total number of 

data instances. 

IV. RESULT 

This section provides a detailed study of the data annotation 
summary, focusing on comparing the classification findings 
between three human annotators with different backgrounds 
(Islamic, Linguistic, and Psychological), as well as a Large 
Language Model (ChatGPT) and performance matrix. 

A. Data Annotation Summary 

Table VII presents a comparison of classification outcomes 
between three human annotators with different backgrounds 
(Islamic, Linguistic, and Psychological) and a Large Language 
Model (ChatGPT) in categorizing content into Islamophobic 
and Non-Islamophobic classifications. The data reveals varying 
levels of identification across the annotators. Human 1 (Islamic 
background) identified twenty-four instances of Islamophobia 
and twenty-six cases of non-Islamophobia. Human 2 (Linguist) 
classified eighteen cases as Islamophobic and thirty-two as non-
Islamophobic. Human 3 (Psychologist) detected twenty-sseven 
instances of Islamophobia and twenty-three cases of non-
Islamophobia. The LLM (ChatGPT) categorized eighteen cases 
as Islamophobic and thirty-two as non-Islamophobic, showing 
identical results to Human 2's annotations. Notably, there 
appears to be some variance in the identification of 
Islamophobic content among human annotators, with the 
psychologist identifying the highest number of Islamophobic 
instances (twenty-seven) while the linguist and LLM identified 
the lowest (eighteen each). This variation might reflect the 
different professional backgrounds and perspectives of the 
annotators in interpreting the content. 

TABLE VII.  DATA ANNOTATION RESULTS 

Classification 

label 

Human 

1 

(Islamic) 

Human 2 

(Linguist) 

Human 3 

(Psychologist) 

LLM 

(ChatGPT) 

Islamophobia 24 18 27 18 

Non-

Islamophobia 
26 32 23 32 

B. Agreement Levels Between LLM and Human Annotators in 

Data Annotation Tasks 

Table VIII shows the level of agreement between LLM and 
the human annotators based on the classification of the tweets. 
The analysis of inter-rater agreement between ChatGPT and 
human annotators reveals notable variations in classification 
consistency across different domains of expertise. The findings 
indicate that the linguist demonstrated the highest concordance 
with the LLM, achieving a Kappa coefficient of 0.653, while 
the psychologist showed moderate agreement at 0.648, and the 
Islamic expert exhibited the lowest agreement level at 0.353. 
This hierarchical pattern of agreement can be attributed to 
several underlying factors. 

TABLE VIII.  INTER-RATER FINDINGS 

Human annotator LLM (ChatGPT) 

Human 1 (Islamic) 0.353 

Human 2 (Linguist) 0.653 

Human 3 (Psychologist) 0.648 

Human (Average) 0.632 

The Cohen's Kappa analysis reveals varying levels of 
agreement between different human annotators and ChatGPT 
(LLM) in detecting Islamophobic content. The Islamic expert 
showed fair agreement (κ = 0.353), which was notably lower 
than other annotators, suggesting that ChatGPT may have 
limitations in capturing the subtle nuances and cultural contexts 
that an Islamic expert would recognize. In contrast, both the 
linguist and psychologist demonstrated substantial agreement 
with ChatGPT, scoring κ = 0.653 and κ = 0.648 respectively. 
The strong agreement with the language expert indicates that 
ChatGPT effectively aligns with linguistic patterns and markers 
of Islamophobia, while the high agreement with the 
psychologist suggests competency in recognizing 
psychological aspects of discriminatory language. The average 
agreement across all human annotators (κ = 0.632) falls within 
the substantial agreement range, indicating that ChatGPT 
performs well in Islamophobia detection. However, the 
variation in agreement levels, particularly the lower agreement 
with the Islamic expert, highlights areas for improvement in 
ChatGPT's understanding of cultural and religious nuances. 
This suggests that while ChatGPT is reliable for detecting 
linguistic and psychological patterns of Islamophobia, it may 
benefit from enhanced cultural-religious context understanding 
to match human expert judgment more closely. 

Below is an example of the calculation for the Cohen Kappa 
analysis. 
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C. Human 2 (Linguist) and LLM  

Step 1: Create a Confusion Matrix 

The confusion matrix between the actual labels provided by 
Human Annotator 2 and the anticipated labels produced by the 
Large Language Model (LLM) in the Islamophobia detection 
test is shown in Table IX. The classification results are divided 
into four main categories in the table: 

  True Positives (TP): Both the human annotator and the 
LLM accurately identified cases of Islamophobia. 

 False Negatives (FN): LLM misclassified Islamophobic 
as non-Islamophobia. 

 False Positives (FP): When the LLM mistakenly 
classifies non-Islamophobic as Islamophobic. 

 True Negatives (TN): Cases that the human annotator 
and the LLM both appropriately categorized as non-
Islamophobic. 

The matrix calculation used to assess the model's 
classification performance uses this table as an example. When 
evaluating the accuracy of automatic annotation compared to 
human judgment, the confusion matrix offers valuable 
information on how well the model separates Islamophobic 
from non-Islamophobic content. The numbers in each cell 
indicate the count of instances for each classification outcome: 
True Positives (TP): 14, False Positives (FP): 4, False 
Negatives (FN): 4, and True Negatives (TN): 28. 

Step 2: Calculate Observed Agreement (Po) 

             Po = (Number of agreements) / (Total cases)          (1) 

Agreements = 14 + 28 = 42 

Po = 42/50 = 0.84 

Step 3: Calculate Expected Agreement by Chance (Pe) 

      Pe = (Pe for Islamophobia) + (Pe for non-Islamophobia) (2) 

For Islamophobia: 

Expert 2 proportion: 18/50  = 0.36 

ChatGPT proportion: 18/50 = 0.36 

Pe for Islamophobia label  = 0.36 × 0.36 

                                           = 0.1296 

For non-Islamophobia: 

Expert 2 proportion: 32/50  = 0.64 

ChatGPT proportion: 32/50  = 0.64 

Pe for non-Islamophobia label = 0.64 × 0.66                 

                               = 0.4096 

Pe = 0.1296 + 0.4096 = 0.5392 

Step 4: Calculate Cohen's Kappa 

                             κ = (Po - Pe) / (1 - Pe)         (3) 

κ = (0.84 - 0.5392) / (1 - 0.5392) 

κ = 0.3008/0.4608 

κ = 0.653 

A score of 0.653 suggests that the agreement between 
Linguist and ChatGPT is substantial. 

D. Human (Average) and LLM 

Step 1: Determine the majority voting value (Refer Table 
X). 

 Collect Votes: Gather the classifications from all experts 
for each tweet. 

 Count Votes: Count the votes for each category 
(Islamophobia or Non-Islamophobia). 

 Determine Majority value: The category with the most 
votes is chosen as the final classification for the tweet. 

TABLE IX.  CONFUSION MATRIX 

 
Predicted Label (LLM) 

TOTAL 
Islamophobia Non-Islamophobia 

Actual Label (Human 2) 
Islamophobia 14 (TP) 4 (FN) 18 

Non-Islamophobia 4 (FP) 28 (TN) 32 

TOTAL 18 32 50 

TABLE X.  MAJORITY VOTING VALUE CALCULATION 

Tweet Human 1 Human 2 Human 3 Count Vote (Phobia) Count Vote (Non) Majority Voting Value 

1 Non Non Non 0 3 Non 

2 Non Non Non 0 3 Non 

3 Phobia Non Phobia 2 1 Phobia 

4 Phobia Phobia Phobia 3 0 Phobia 

5 Phobia Non Phobia 2 1 Phobia 

*non = non -islamophobia, Phobia = Islamophobia 

*Human 1 = Islamic 

*Human 2 = Linguist 

*Human 3 =Psychologist 
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Step 2: Create a new Confusion Matrix 

Table XI shows the confusion matrix between the actual 
labels provided by the Human average and the anticipated 
labels produced by the Large Language Model (LLM) in the 

Islamophobia detection test. The numbers in each cell indicate 
the count of instances for each classification outcome: True 
Positives (TP): 16, False Positives (FP): 2, False Negatives 
(FN): 7, and True Negatives (TN): 25. 

TABLE XI.  CONFUSION MATRIX 

 
Predicted Label (LLM) TOTAL 

Islamophobia Non-Islamophobia  

Actual Label 
(Human-average) 

Islamophobia 16 (TP) 7 (FN) 23 

Non-Islamophobia 2 (FP) 25 (TN) 27 

TOTAL 18 32 50 
 

Step 3: Calculate Observed Agreement (Po) 

             Po = (Number of agreements) / (Total cases)          (1) 

Agreements = 16 + 25 = 41 

Po = 41/50 = 0.82 

Step 4: Calculate Expected Agreement by Chance (Pe) 

   Pe = (Pe for Islamophobia) + (Pe for non-Islamophobia)    (2) 

For Islamophobia: 

Expert 2 proportion           = 23/50 = 0.46 

ChatGPT proportion         = 18/50 = 0.36 

Pe for Islamophobia label   = 0.46 × 0.36  

                                            = 0.1656 

For non-Islamophobia: 

Expert 2 proportion            = 27/50 = 0.54 

ChatGPT proportion           = 32/50 = 0.64 

Pe for non-Islamophobia label = 0.54 × 0.64  

                                                  = 0.3456 

Pe = 0.1656 + 0.3456 = 0.5112 

Step 5: Calculate Cohen's Kappa 

                                κ = (Po - Pe) / (1 - Pe)           (3) 

κ = (0.82 - 0.5112) / (1 - 0.5112) 

κ = 0.3088 / 0.4888 

κ = 0.632 

E. LLM Performance Based on the Approximation Accuracy 

Refer to Table XI for the confusion matrix in the form of a 
heatmap. The heatmap represents the LLM's performance, with 
actual labels from humans (average) on the vertical axis and 
predicted labels from the LLM on the horizontal axis. The value 
in the table is used to calculate the performance based on the 
approximation accuracy. Below is the equation to calculate the 
performance: 

             Accuracy = (TP + TN) / (TP + TN + FP + FN)         (4) 

                             Precision = TP / (TP + FP)            (5) 

                               Recall = TP / (TP + FN)           (6) 

    F1 score= 2× (Precision × Recall) / (Precision + Recall)   (7) 

Table XII presents the performance evaluation metrics for 
the classification model using approximation accuracy. The 
table includes four key metrics: accuracy, precision, recall, and 
F1-Score. 

TABLE XII.  APPROXIMATION ACCURACY 

Accuracy 

= (16 + 25) / (16 + 25 + 2 + 7) × 100 

= 41 / 50 × 100 

= 0.82 

Precision 

= 16 / (16 + 2)  

= 16 / 18  
= 0.88 

 

Recall 

= 16 / (16 + 7)  
= 16 / 23  

= 0.695 

F1 Score 

= 2 × (0.88 × 0.695) / (0.88+ 0.695) 
= 2 × (0.6116) / (1.583) 

= 0.772 

V. DISCUSSION 

Based on the result in Table XII, the analysis of ChatGPT's 
classification performance in identifying Islamophobic content 
reveals both strengths and limitations in its capabilities. Based 
on the classification metrics analysis, the model demonstrates 
strong overall performance with 82% accuracy across all 
predictions, correctly classifying forty-one out of fifty cases. Its 
precision score of 88.8% was particularly impressive, 
indicating high reliability when content was flagged as 
Islamophobic, with only two false positives out of sixteen 
positive predictions. 

However, the model's recall performance was considerably 
an average at 69.5%, suggesting a significant limitation in its 
ability to identify all instances of Islamophobia. Of the sixteen 
actual Islamophobic cases in the dataset, the model only 
successfully identified fourteen, missing cases. This difference 
between precision and recall resulted in an F1 score of 77.2%, 
which indicates good overall performance, though there is room 
for improvement. The lower F1 score compared to precision 
suggests that recall could be improved. These findings indicate 
that ChatGPT adopts a conservative approach in its 
classification of Islamophobic content, prioritizing precision 
over recall. While this cautious stance minimizes false 
accusations of Islamophobia, it comes at the cost of failing to 
identify a substantial number of genuine cases. This behavior 
pattern suggests a deliberate design choice for handling 
sensitive content, though it raises important considerations 
about the model's effectiveness in comprehensive content 
moderation. 
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The data indicates that there were seven "Total Missed 
Cases", which represent instances, where ChatGPT failed to 
identify Islamophobic content when it was present. 
Additionally, there were two "Total False Cases", which 
indicates situations, where ChatGPT incorrectly flagged 
content as Islamophobic when it was not. These findings 
suggest potential limitations in ChatGPT's ability to accurately 
detect and classify Islamophobic content, with a notably higher 
rate of False Negatives (missed cases) compared to False 
positives (incorrect flags). This data could be valuable for 
understanding the model's current capabilities and areas for 
improvement in content moderation related to religious bias and 
discrimination. 

The tweet "For now, it is status quo for #Christians in 
#Malaysia on the escalating row over the use of the word 'Allah' 
as a translation for the Christian God in the #Muslim-majority 
nation", is an example of the classification disagreement 
between human annotators and ChatGPT. The content of this 
tweet refers to an ongoing interfaith issue in Malaysia, 
specifically surrounding the contested use of "Allah" by non-
Muslims, which has been a sensitive topic in the country given 
its implications on religious identity and freedoms in a Muslim-
majority context. Human annotators may have identified this 
tweet as Islamophobic due to its potential to highlight religious 
tension or imply a critique of policies perceived as biased in 
favor of the Muslim majority. The phrasing could be interpreted 
as subtly presenting Muslims or Muslim-majority policies as 
restrictive towards Christians, thus indirectly invoking a 
stereotype of Islam as intolerant or limiting religious freedom. 
ChatGPT, however, may have classified this tweet as non-
Islamophobic due to the absence of explicit negative language 
or hostile sentiment directed towards Islam or Muslims. The 
tweet is largely informational, stating the current situation 
without clearly insulting language, which could lead the model 
to overlook the potentially implicit bias or underlying critique 
that human annotators detected. 

This case shows how ChatGPT might miss subtle cues tied 
to interfaith or political undertones, especially where the 
language is indirect, and specific negative implications about 
Islam are implied rather than directly stated. In terms of 
classification metrics, ChatGPT achieved 82% accuracy, 88% 
precision, 69.5% recall, and a 77.2% F1-Score. These values 
are comparable to results reported in other LLM annotation 
studies, where models performed well on general sentiment 
tasks but showed variability in detecting minority or sensitive 
expressions [36], [38], [41]. The high precision suggests that 
ChatGPT is conservative in its classifications, minimizing false 
positives—an approach consistent with OpenAI’s design for 
handling sensitive content. However, the lower recall indicates 
that the model may miss instances of Islamophobia that are 
implicit or linguistically complex, a pattern also noted in recent 
LLM evaluation studies [42], [43]. 

These findings reinforce the importance of incorporating 
domain expertise in the annotation of cultural or religiously 
sensitive content. While ChatGPT can serve as a reliable tool 
for preliminary screening or large-scale annotation, human-in-
the-loop systems remain essential for capturing deeper 
contextual meanings, particularly in domains like Islamophobia 
detection. Studies such as AnnoLLM [2], CoAnnotating [46], 

and MEGAnno+ [48] also advocate for hybrid approaches, 
where human validation is integrated with LLM outputs to 
improve reliability and reduce biases. 

Moreover, this study contributes to ongoing efforts in 
evaluating the real-world applicability of LLMs in 
underrepresented language and cultural contexts, where high-
quality labeled data is scarce. By benchmarking ChatGPT’s 
annotations against experts from Islamic studies, linguistics, 
and psychology, the study provides a multidisciplinary 
evaluation framework that can inform future research on 
automated content moderation and hate speech detection. In 
particular, the use of Cohen’s Kappa as a validation metric 
enables robust assessment of model-human agreement, 
addressing concerns about reproducibility and inter-rater 
reliability raised in earlier annotation quality reviews [5], [6], 
[45]. 

The classification challenge surrounding the tweet 
regarding religious terminology in Malaysia can be evaluated 
critically using Bloom's Taxonomy, namely its higher-order 
cognitive domains of analysis, evaluation, and synthesis. While 
basic computational models typically operate at the lower levels 
of Bloom's hierarchy, focusing primarily on remembering 
(recognition of explicit linguistic elements) and understanding 
(surface-level comprehension of textual content), the nuanced 
identification of potential Islamophobic discourse requires 
cognitive processes aligned with the taxonomy's more 
sophisticated levels. To analyze implicit bias, it must be able to 
break down complex linguistic structures (analysis), critically 
evaluate the underlying sociopolitical context and potential 
rhetorical implications (evaluation), and finally, synthesize 
multiple interpretative layers that go beyond literal textual 
content. 

This research employed a focused methodological approach 
combining expert panel evaluation with a majority voting 
system to assess Islamophobia detection. The expert panel was 
strategically composed of diverse stakeholders, including 
Islamic scholars, sociologists, extremism researchers, linguistic 
experts, and social media analysts, ensuring a comprehensive 
evaluation perspective. The majority voting system was 
implemented with a structured protocol, where three to five 
expert evaluators assessed each case using a standardized 
scoring rubric. Final classifications were determined based on 
a threshold of greater than 60% agreement among the experts. 
This dual-component methodology was specifically chosen to 
balance the need for diverse expert insights with a quantifiable 
decision-making process. While this approach may have 
limitations, it provides a practical and systematic framework for 
evaluating the accuracy of Islamophobia detection in 
computational systems. 

VI. LIMITATIONS 

The limits of this study show fundamental issues in 
employing LLM such as ChatGPT to annotate the nuanced, 
culturally sensitive text. The LLM struggles to perceive and 
apply cultural and religious nuances consistently, as evidenced 
by a poorer Cohen's Kappa agreement with an Islamic studies 
expert (κ = 0.353) compared to linguist (κ = 0.653) and clinical 
psychologist experts (κ = 0.648). This shows that despite its 
great language capabilities, ChatGPT lacks the depth of context 
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required to understand subtleties that experts in Islamic studies 
may easily detect. As a result, the model may misclassify tweets 
with indirect or implicit biases, highlighting a potential 
limitation to its efficacy as an independent annotator in fields 
requiring great cultural sensitivity. 

Another limitation is the LLM's conservative approach, 
which prioritizes precision above recall. While this may reduce 
false positives (when non-Islamophobic content is mistakenly 
categorized as Islamophobic), it also results in missing 
occurrences of true Islamophobia. The study found that 
ChatGPT's recall performance, at 69.5%, is significantly lower 
than its precision, suggesting its cautious approach yet resulting 
in missed instances of Islamophobic content. This trade-off 
affects its usefulness in tasks that require thorough content 
detection since missing harmful content can be worse than 
occasionally misclassifying safe content. The conservative 
classification method may be consistent with ChatGPT's design 
goals, but it implies a limited ability to handle edge 
circumstances or content, that, although not Islamophobic, 
contains more nuanced possibly destructive views. 

Using a small dataset (fifty tweets) poses another limitation: 
the model's performance may not generalize to larger or more 
diversified datasets. The short sample size reduces the 
statistical robustness of performance measurements such as 
Cohen's Kappa and F1 scores, which may inflate perceived 
model efficacy. Furthermore, the relatively quick and informal 
style of tweets may not accurately represent the range of 
Islamophobic information seen on social media or other 
platforms. This constraint requires additional study using 
larger, more diverse datasets to validate the model's capabilities 
across various content, various types, and levels of implicit 
bias. 

VII. RECOMMENDATIONS 

To enhance the accuracy and cultural sensitivity of LLMs 
in annotating Islamophobia-related content, several key 
improvements are necessary. First, domain-specific fine-tuning 
on a larger and more diverse dataset can help address the 
model’s limitations in detecting cultural variations in 
Islamophobic narratives. Training on datasets annotated by 
Islamic studies experts, with a focus on subtle and implicit 
forms of prejudice, can improve the model’s ability to 
recognize nuanced biases that were previously overlooked. 
Additionally, continuous fine-tuning based on expert feedback 
will allow the model to adapt to evolving linguistic and cultural 
expressions of Islamophobia, making it more effective in 
identifying implicit bias and complex contextual cues. 

A hybrid annotation approach that integrates LLM-based 
automation with human validation is another crucial 
improvement, particularly for culturally sensitive content. 
Human experts can review low-confidence cases flagged by the 
model, ensuring greater accuracy while maintaining efficiency 
in large-scale annotation tasks. This human-in-the-loop strategy 
is particularly beneficial for social media content moderation, 
where precise classification is essential to avoid mislabeling 
ambiguous or indirect expressions of Islamophobia. 
Furthermore, refining the model’s ability to process indirect 
language such as passive phrasing, coded language, or 
ambiguous terms often found in Islamophobic discourse can 

help minimize False Negatives and improve annotation 
accuracy. 

Finally, addressing the study’s limitations regarding sample 
size and dataset diversity is critical for improving 
generalizability. Expanding data collection to multiple social 
media platforms and content formats will enable LLMs to better 
adapt to various linguistic styles and modes of expression. This 
broader dataset will enhance the model’s ability to detect 
Islamophobic rhetoric across different online spaces. 
Collaborating with interdisciplinary experts in linguistics, 
psychology, and Islamic studies during dataset creation and 
analysis can further enrich the model’s contextual 
understanding, making it a more reliable tool for detecting 
Islamophobia across diverse digital communities. 

VIII. CONCLUSION 

This study demonstrates both the potential and limitations 
of employing LLMs for annotating culturally sensitive text, 
addressing the challenges of manual annotation, including 
inconsistencies, resource intensity, and scalability constraints. 
ChatGPT exhibited substantial agreement with human 
annotators, particularly those specializing in linguistics and 
psychology, reinforcing its viability for automating large-scale 
data annotation. By reducing time and resource requirements, 
LLMs offer a scalable alternative to traditional manual labeling 
approaches. Moreover, the model’s strong precision and recall 
scores indicate its effectiveness in identifying overt 
Islamophobic content, positioning it as a useful tool for 
preliminary screenings or as a supplementary aid in sentiment 
analysis tasks. 

A notable strength of LLMs lies in their ability to maintain 
annotation consistency, minimizing variability stemming from 
human subjectivity, an essential factor in large-scale labeling 
tasks requiring uniformity. This consistency enhances the 
reliability of labeled datasets, providing a robust foundation for 
further refinement by domain experts. However, the lower 
agreement between ChatGPT and Islamic studies specialists 
highlights its shortcomings in detecting implicit and complex 
forms of bias, underscoring the need for greater cultural and 
contextual sensitivity in AI-driven annotation models. 

In terms of cognitive processing, LLMs demonstrate 
proficiency in lower-order cognitive tasks, as outlined in 
Bloom’s Taxonomy, excelling in "Remembering" and 
"Understanding" by systematically categorizing explicit 
Islamophobic content based on predefined criteria. However, 
the model falls short in higher-order reasoning skills such as 
"Analyzing" and "Evaluating", which are crucial for discerning 
subtle biases and nuanced linguistic expressions. These 
findings suggest that while LLMs present significant 
advantages in efficiency and scalability, a hybrid approach 
integrating human expertise for complex contextual cases may 
offer a more balanced and culturally aware annotation 
framework. 

DECLARATION OF GENERATIVE AI AND AI-ASSISTED 

TECHNOLOGIES IN THE WRITING PROCESS 

During the preparation of this work, the author(s) used 
[Scispace/conducting literature review] to discover and analyse 
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the scientific study and create a matrix table for literature 
review. After using this tool or service, the matrix table was 
uploaded to ChatGPT and Claude to improve the language of 
the work. After that, the author(s) reviewed and edited the 
content as needed and took(s) full responsibility for the content 
of the published article. 
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