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Abstract—Customer churn, the loss of customers to 

competitors, poses a significant challenge for businesses, 

particularly in competitive industries such as banking and 

telecommunications. As a result, several customer churn analysis 

models have been proposed to identify at-risk customers and 

enable top managers to implement strategic decisions to mitigate 

churn and improve customer retention. Although the existing 

models provide top managers with promising insights for churn 

prediction, they rely on a batch-based training approach using 

fixed datasets collected at periodic intervals. While this training 

approach enables existing models to perform well in relatively 

stable environments, they, unfortunately, struggle to adapt to 

dynamic settings, where customer preferences shift rapidly, 

especially in industries with volatile market conditions, such as 

banking and telecom. Where, in dynamic environments, data 

distribution can change significantly over short periods, disabling 

existing models to maintain efficiency and leading to poor 

predictive performance, increased misclassification rates, and 

suboptimal decision-making by top executives, ultimately 

exacerbating customer churn. To address these limitations, this 

research proposes RCE, a real-time, continual learning-based, 

ensemble learning model. RCE integrates an event-driven 

development approach for real-time churn analysis with a 

replay-based continual learning mechanism to adapt to evolving 

customer behaviors without catastrophic forgetting, and RCE 

implements a stacked ensemble learning for customer churn 

classification. Unlike existing models, RCE continuously 

processes streaming data, ensuring adaptability and 

generalization in fast-changing environments, and providing 

instantaneous insights that enable decision-makers to respond 

swiftly to emerging risks, market fluctuations, and customer 

behavior changes. RCE is evaluated using the Churn Modelling 

benchmark dataset for European banks, achieving performance 

with a 95.65% accuracy; however, in dynamic environments, 

RCE accomplishes an average accuracy (ACC) of 86.75% and an 

average forgetting rate (FR) of 13.25% across tasks𝑻𝒊 . The 

results demonstrate that RCE outperforms existing models in 

predictive accuracy, adaptability, and robustness across multiple 

tasks, especially in dynamic environments. Finally, this research 

discusses the proposed model’s limitations and outlines directions 

for future improvements in real-time customer churn analysis. 
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learning; machine learning; event-driven development; stacked 
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I. INTRODUCTION AND PROBLEM DEFINITION 

Customer churn, also referred to as customer attrition, is the 
process by which customers discontinue their relationship with 
a business, often opting for competitors that offer better 
services or incentives [1]. This phenomenon presents a serious 
challenge for companies, particularly in industries such as 

banking and telecommunications, where customer retention 
directly impacts profitability and long-term sustainability. High 
churn rates result in significant financial losses, with 
businesses spending considerably more to acquire new 
customers than to retain existing ones. For instance, studies 
indicate that acquiring a new customer can be up to five times 
more expensive than retaining one [2]. Top managers and 
decision-makers face tremendous difficulties in addressing 
customer churn due to the rapidly changing nature of customer 
preferences, evolving market trends, and competitive pressures. 
Predicting churn accurately requires timely insights into 
customer behavior, allowing organizations to develop effective 
retention strategies and mitigate potential losses. To tackle this 
challenge, machine learning-based customer churn analysis 
models have been widely adopted to predict which customers 
are likely to leave. These models help businesses take 
proactive measures such as personalized marketing campaigns, 
loyalty programs, and improved customer service [1, 3]. 

Despite their utility, existing churn prediction models 
predominantly rely on a batch-based training approach, where 
models are trained using fixed datasets collected at periodic 
intervals (e.g., monthly or quarterly). While this approach 
enables models to perform well in relatively stable 
environments, it fails to capture the dynamic nature of 
industries, where customer preferences shift rapidly. Sectors 
such as banking and telecommunications are highly volatile, 
with market conditions and consumer behaviors evolving over 
short timeframes [4]. In such environments, traditional churn 
models struggle to maintain predictive accuracy as they 
become outdated between training cycles. Consequently, 
decision-makers receive suboptimal insights, leading to 
incorrect managerial strategies that exacerbate customer churn 
rather than mitigating it. The inability of these models to 
generalize to new patterns and adapt to shifting customer 
preferences results in increased misclassification rates, 
diminished decision-making accuracy, and significant revenue 
losses [5]. 

To address these limitations, this research proposes RCE, a 
real-time, continual learning-based machine learning model 
designed to enhance customer churn analysis. RCE leverages 
an event-driven development approach to enable real-time 
churn prediction, ensuring that decision-makers receive up-to-
date insights as customer behaviors evolve. Additionally, RCE 
incorporates a replay-based continual learning mechanism, 
allowing it to adapt to new customer behaviors while 
mitigating the effects of catastrophic forgetting. Unlike 
traditional batch-based models, RCE processes an ongoing 
stream of data, enabling businesses to react swiftly to market 
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fluctuations, cybersecurity threats, and changes in customer 
preferences. By continuously learning from new data, RCE 

enhances adaptability and generalization, ensuring robust 
performance in dynamic environments as shown in Fig. 1. 

 
Fig. 1. Batch-based models versus RCE (proposed model) over time, showing RCE’s stability in dynamic environments. 

The effectiveness of RCE has been evaluated using the 
Churn Modelling benchmark dataset for European banks [6], 
where it achieved a performance with a 95.65% accuracy, 
however in dynamic environments, it accomplishes an average 
accuracy of 86.75% and an average forgetting rate of 13.25% 
across tasks 𝑇𝑖 . The experimental results demonstrate that RCE 
outperforms existing models in predictive accuracy, 
adaptability, and robustness across multiple tasks, particularly 
in fast-changing environments. By providing instantaneous 
insights, RCE empowers decision-makers to implement 
proactive risk management strategies, optimize resource 
allocation, and reduce costs, ultimately improving customer 
retention. Additionally, the key features and contributions of 
this research include: 

 Introducing a real-time, continual learning model called 
RCE designed to overcome the limitations of existing 
churn analysis approaches. 

 Integrating RCE with an event-driven development 
approach to allow RCE to process an ongoing stream of 
customer data. 

 Implementing RCE using stacked ensemble learning for 
customer churn classification. 

 Applying RCE using a replay-based continual learning 
technique to enable RCE to adapt to evolving customer 
behaviors without catastrophic forgetting. 

 Enabling RCE to learn continuously from new data, 
ensuring robust performance in dynamic environments. 
And qualifying RCE to provide real-time predictions, 

allowing decision-makers to respond swiftly to market 
fluctuations, cybersecurity threats, and customer 
behavior changes. 

 Evaluating RCE using the Churn Modelling benchmark 
dataset for European banks, where it achieved a 
performance with 95.65% accuracy, however in 
dynamic environments, it accomplishes an average 
accuracy of 86.75% and an average forgetting rate of 
13.25% across tasks 𝑇𝑖 . 

The remainder of this study is organized as follows: Section 
II reviews related work in customer churn analysis and existing 
machine learning models. Section III presents the background 
and key concepts of continual learning, stacked ensemble 
learning, and event-driven data processing. Section IV 
introduces the RCE model, explaining its architecture and 
operational mechanism. Section V details the evaluation 
methodology and experimental results, comparing RCE’s 
performance with conventional models. Finally, Section VI 
provides the conclusion, discusses research limitations, and 
outlines future directions for improving real-time customer 
churn analysis. 

II. RELATED WORK 

Customer churn prediction has been extensively studied in 
various industries, with machine learning playing a crucial role 
in developing accurate forecasting models. As illustrated in 
Table I. Several recent studies have explored different 
approaches to customer churn analysis, leveraging ensemble 
methods, explainability techniques, and novel optimization 
strategies. 
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TABLE I.  EXISTING CUSTOMER CHURN ANALYSIS MODELS VS RCE PROPOSED MODEL 

Model Name Accuracy (%) Dataset Is Adaptable to Ongoing Tasks? Training Approach 

Random Forest [7] 91.66 Telecom CUSTOMER Churn (Maven Analytics) No Batch-based 

XGBoost [8] 83 Bank Customer Churn (Kaggle) No Batch-based 

GBM [9] 81 Customer Churn (Kaggle) No Batch-based 

IDA-HGOAML [10] 94 Telecom Churn (Kaggle) No Batch-based 

Ensemble-Fusion [11] 95.35 Company Customer Production Line No Batch-based 

Stacked Model [12] 95.13 Bank Customer Churn (Kaggle) No Batch-based 

LightGBM [13] 80.70 Telco Customer Churn (Kaggle) No Batch-based 

CatBoost [14] 81.19 Telecom Customer Churn No Batch-based 

RCE (Proposed Model) 95.65 Bank Customer Churn (Kaggle) Yes Continual-based 
 

V. Chang et al. (2024) investigated the effectiveness of 
ensemble learning models in predicting customer churn within 
the telecommunications sector [7]. The study implemented 
Decision Trees, Boosted Trees, and Random Forests, 
demonstrating that the latter achieved the highest predictive 
accuracy of 91.66% using the Telecom Customer Churn 
dataset from Maven Analytics. The research emphasized the 
importance of explainable AI (XAI) techniques, such as LIME 
and SHAP, to provide interpretability, enabling customer 
relationship managers to make data-driven decisions to 
mitigate churn [7]. 

P. P. Singh et al. (2024) analyzed customer churn in the 
banking industry by applying multiple machine learning 
algorithms to the Bank Customer Churn Prediction dataset. The 
study found that XGBoost outperformed other models with an 
accuracy of 83%, followed by Random Forest at 78.3%. A key 
contribution of this research was the development of a data 
visualization RShiny app to assist bank management in 
understanding churn trends and making informed retention 
strategies [8]. 

S. S. Poudel et al. (2024) focused on the interpretability of 
churn prediction models in the telecommunications industry 
[9]. The study highlighted the limitations of traditional 
classification approaches in providing actionable insights for 
decision-making. By incorporating explainable models such as 
Gradient Boosting Machine (GBM) alongside SHAP and 
scatter plots, the research improved transparency. GBM 
achieved an accuracy of 81% using a Kaggle customer churn 
dataset, and a Wilcoxon signed rank test validated its superior 
performance over other models [9]. 

E. Akhmetshin et al. (2024) introduced a novel IDA-
HGOAML model that combines multiple machine learning 
techniques for customer churn prediction. The proposed 
method integrated data preprocessing, feature selection, and 
hyperparameter tuning to enhance classification performance. 
The model achieved a 94% accuracy rate using the Kaggle 
Telecom Churn dataset, demonstrating its effectiveness in 
predicting customer retention outcomes [10]. 

C. He et al. (2024) proposed an Ensemble-Fusion model 
that incorporated 17 machine learning algorithms across nine 
categories to enhance churn prediction [11]. Using the 
Company’s customer production line system dataset from 2015 
to 2022, the model achieved 95.35% accuracy and an AUC 

score of 91%. The study demonstrated that ensemble-based 
approaches significantly improved prediction accuracy 
compared to single-model methods. 

V. H. Vu et al. (2024) developed a stacked model for early 
churn detection in the banking industry [12]. This model was 
structured across two levels: the first level combined K-nearest 
neighbors, XGBoost, Random Forest, and Support Vector 
Machine, while the second level utilized logistic regression, 
recurrent neural networks, and deep learning networks to refine 
predictions. The approach achieved a high accuracy of 95.13% 
on the Kaggle Bank Turnover Dataset, outperforming 
traditional models in predictive performance and 
computational efficiency [12]. 

T. R. Noviandy et al. (2024) explored the application of 
LightGBM for churn prediction in the telecommunications 
sector [13]. The model achieved an accuracy of 80.70%, 
precision of 84.35%, and recall of 90.54% using the Kaggle 
Telco customer churn dataset. The study incorporated SHAP 
for model interpretability, identifying key churn factors such as 
contract type and monthly charges, thereby providing 
actionable insights for retention strategies. 

A. Li et al. (2024) investigated the role of ensemble 
learning techniques in predicting customer churn in the 
telecommunications industry [14]. The study compared various 
machine learning models, emphasizing the effectiveness of the 
Stacking ensemble method. Results indicated that CatBoost 
achieved the highest accuracy at 81.19%, outperforming 
Random Forest (79.02%) and XGBoost (78.20%). The study 
highlighted CatBoost’s superior performance due to its ability 
to handle categorical features effectively. 

Despite the progress made by recent machine learning 
models in predicting customer churn, most existing solutions 
are limited by their reliance on batch-based training, which 
hinders adaptability to evolving data. Furthermore, current 
models rarely combine event-driven architectures with 
continual learning mechanisms, leaving a critical gap in real-
time adaptability and long-term retention. This gap highlights 
the need for an integrated approach that supports dynamic 
learning from streaming data while maintaining model stability 
and accuracy. The proposed RCE model addresses this need by 
combining event-driven development, replay-based continual 
learning, and stacked ensemble classification. 
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III. BACKGROUND AND KEY CONCEPTS 

The RCE model integrates event-driven development, 
which enables real-time data processing, replay-based 
continual learning, which adapts to evolving tasks while 
mitigating catastrophic forgetting, and stacked ensemble 
learning, a powerful classification technique for customer 
churn prediction. The following sub-sections provide an in-
depth explanation of these key components, highlighting their 
significance within the proposed model to establish a solid 
foundation for the research. 

A. Event-Driven Development 

Event-Driven Development (EDD) is a software 
architectural paradigm that enables systems to respond to 
events in real-time. It is widely used in real-time data 
processing, IoT applications, and customer churn analysis, 
where continuous monitoring and swift decision-making are 
required [15]. 

The key components required to build a powerful event-
driven architecture include: 

1) Producers (Event sources). Entities that generate 

events based on real-world activities or system changes. For 

instance, in a customer churn analysis system, a producer 

could be a transaction monitoring system that detects 

abnormal customer activity [15, 16]. 

2) Event brokers (Middleware). A messaging 

infrastructure that ensures events are transmitted reliably 

between producers and consumers. Message brokers like 

Apache Kafka, RabbitMQ, or AWS Kinesis act as 

intermediaries, enabling scalable and decoupled 

communication [15, 16]. 

3) Consumers (Event processors). Systems or services 

that subscribe to and process events, executing appropriate 

responses. In churn prediction, a consumer could be an AI-

driven analytics engine that processes incoming customer 

activity data and triggers predictive churn alerts [15, 16]. 

4) Event store (Optional). A repository that records past 

events for auditing, debugging, or replaying historical event 

sequences to improve machine learning model performance 

[16]. 

For instance, a simplified event-driven architecture is 
illustrated in Fig. 2, where multiple producers send real-time 
event data to a broker, which then distributes them to different 
consumers for processing. 

B. Replay-Based Continual Learning 

Continual Learning (CL) enables machine learning models 
to learn from a continuous stream of data while retaining 
knowledge from previous tasks. One of the most effective 
techniques for mitigating catastrophic forgetting in CL is the 
Replay-Based Approach, which involves storing past 
experiences and revisiting them periodically during training 
[17]. There are two primary types of replay-based continual 
learning: 

1) Experience replay: This technique stores and reuses 

previous training examples to reinforce learning [17, 18]. 

a) Uniform replay: Randomly selects past samples for 

retraining [17]. 

b) Selective replay: Stores only important samples 

based on criteria such as uncertainty or importance weighting 

[17]. 

c) Prioritized replay: Assigns priority scores to samples 

based on their learning significance, ensuring high-value 

experiences are replayed more often [17]. 

2) Generative replay: Instead of storing actual data, 

generative models such as Variational Autoencoders (VAEs) 

or Generative Adversarial Networks (GANs) generate 

synthetic samples resembling past data distributions, allowing 

the model to reconstruct and recall previous knowledge 

efficiently [17]. 

Replay-based is effective in continual learning, where past 
experiences are retrieved and mixed with new data to maintain 
performance stability over time. 

 
Fig. 2. A Simplified event-driven architecture. 

C. Stacked Ensemble Learning 

Stacked Ensemble Learning is an advanced machine 
learning technique that enhances predictive performance by 
combining multiple models, known as base learners, and a 
secondary model, called a meta-learner, to optimize decision-
making as shown in Fig. 3. This approach leverages the 
strengths of diverse base models while mitigating their 
individual weaknesses, resulting in improved accuracy and 
robustness [19]. 

The key components required to build a powerful stacked 
ensemble learning model include: 

1) Base models. Also referred to as level 1 learners, are 

diverse machine learning algorithms trained independently on 

the same dataset. Each base model captures unique patterns 

and relationships within the data, making different errors and 

offering complementary perspectives [19]. Common base 

models used in stacked ensemble learning include: 
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Fig. 3. A Stacked Ensemble Learning framework. 

a) CatBoost: A gradient boosting algorithm optimized 

for categorical data [21]. 

b) XGBoost: An efficient and scalable implementation 

of gradient boosting [20]. 

c) LightGBM: A high-speed gradient boosting 

framework with optimized memory usage [22]. 

d) Random forest: An ensemble of decision trees that 

enhances generalization [19]. 

The diversity among base models ensures that they learn 
varying feature interactions and decision boundaries, reducing 
the risk of overfitting to specific data distributions. 

2) Meta-learner. Also referred to as level 2 model, is 

responsible for aggregating and refining predictions from the 

base models. Instead of making direct predictions on the raw 

dataset, it takes the outputs (predicted probabilities or class 

labels) of the base models as input features and learns how to 

optimally combine them [19]. The meta-learner typically uses: 

a) Logistic regression: A simple yet effective model for 

binary classification tasks [23]. 

b) Neural networks: When nonlinear interactions 

between base models need to be captured. 

c) Gradient boosting models: If additional feature 

transformations are necessary [20, 21]. 

By learning the strengths and weaknesses of each base 
model, the meta-learner assigns appropriate weights to their 
predictions, ultimately improving classification accuracy. 

IV. THE PROPOSED MODEL (RCE) 

 Real-time Continual Ensemble (RCE) model is an 
advanced machine learning proposed model designed to 
enhance customer churn prediction through a combination of 
event-driven development, replay-based continual learning, 
and stacked ensemble learning, as shown in Fig. 4. 

The proposed RCE model continuously processes incoming 
customer interaction data, dynamically adapts to changing 
behavioral patterns, and refines its predictive performance over 
time. The event-driven architecture is implemented using 
Apache Kafka, ensuring seamless real-time data ingestion from 
multiple sources, such as customer transactions, service usage 
logs, and customer support interactions [15, 16]. Each event 
triggers an update cycle in the RCE model, allowing for 
continuous learning. 

 
Fig. 4. The Proposed RCE model 

To handle catastrophic forgetting and ensure knowledge 
retention, RCE integrate a prioritized experience replay 
mechanism, where past data points are stored in a buffer with 
priority scores based on their significance [17, 18]. When 
retraining, the model selectively samples from this buffer, 

focusing on high-impact instances to reinforce learning. At the 
core of the RCE model, lies a stacked ensemble learning 
approach, which combines multiple base classifiers—
CatBoost, LightGBM, and Random Forest—to generate 
diverse predictions. A Logistic Regression model serves as the 
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meta-learner, aggregating the base models’ outputs to enhance 
predictive accuracy as shown in Fig. 3. The model 
development process includes comprehensive data 
preprocessing (handling missing values, feature extraction, 
normalization), feature engineering (polynomial 
transformations, encoding categorical variables), addressing 
class imbalance using ADASYN [24], and feature selection 
using a Random Forest-based method. To optimize 
performance, Bayesian Optimization is applied for 
hyperparameter tuning [25], systematically searching for the 
most effective parameter configurations for each base model as 
shown in Algorithm 1. 

Algorithm 1: RCE Proposed Model 

Input: Real-time customer interactions, such as service usage, 
transaction records, customer support interactions, or website activity. 
Events are generated by producers (e.g., transaction systems, CRM 
systems, or log monitoring services). 

Output: Real-time churn probability scores, for each customer event, 
the model outputs a probability indicating the likelihood of churn. For 
instance, 80% (customer will stay) and 20% (customer will leave). To 
convert this probability into a binary decision, a threshold (e.g., 0.5 or 

0.7) is typically applied (e.g., if the score ≥  0.5, classified as 1 
(churn) and the system can trigger proactive interventions, otherwise 
classify as 0 (stay)). The threshold can be adjusted based on business 
needs to optimize precision and recall. 

Algorithm: 

Initialize Event-driven data pipeline 

Initialize Prioritized Replay Buffer (B) with Capacity (C) 

Initialize Base models: CatBoost, LightGBM, and Random Forest 
with predefined hyperparameters 

Initialize Meta-learner: Logistic Regression 

While system is operational: 

 Receive new customer event (Et) from Kafka 

 Extract and preprocess features from Et: 

  Handle missing values, noises and outliers 

  Perform scaling, encoding, and feature transformation 

  Apply polynomial feature expansion 

  Apply feature selection techniques 

 Store processed event data in buffer B with priority score 

 If buffer B reaches capacity C: 

  Remove lowest-priority instances 

 If training condition met: 

  Sample mini-batch S from B by priority-based sampling 

  Apply (ADASYN) to balance class distribution within S 

  Tune hyperparameters using Bayesian Optimization 

  Train base models on S 

  Generate meta-features from base model outputs 

  Train meta-learner using meta-features 

 Predict customer churn probability score P(Et) 

 If P(Et) > threshold: 

  Trigger customer retention strategy 

 Update priorities in B based on instance importance 

Return: Continuously updated RCE model 
 

The selection of CatBoost, LightGBM, and Random Forest 
as base models, along with Logistic Regression as the meta-
learner, is driven by their complementary strengths in customer 
churn prediction. CatBoost and LightGBM are boosting-type 
algorithms, meaning they build models sequentially, where 
each iteration corrects the errors of the previous one, leading to 
a strong overall model. Boosting is particularly effective in 
reducing bias and improving accuracy. Random Forest, on the 
other hand, is a bagging-type algorithm, which constructs 
multiple decision trees independently in parallel and then 
averages their predictions, enhancing stability and reducing 
variance. CatBoost efficiently handles categorical variables 
without extensive preprocessing, making it ideal for customer-
related data [21]. LightGBM is optimized for speed and 
scalability, making it well-suited for large datasets [22]. 
Random Forest provides robustness against overfitting by 
leveraging an ensemble of decision trees [19]. The diversity 
among these models ensures that different aspects of the data 
are captured, reducing model bias and improving 
generalization. Logistic Regression, serving as the meta-
learner, aggregates predictions from the base models, refining 
the final decision boundary [23]. This stacked ensemble 
approach enhances predictive performance, leading to a more 
accurate and reliable churn prediction system. 

The entire process operates in a continuous learning loop, 
ensuring that the RCE model evolves with changing customer 
behaviors. As new data arrives, the model updates its 
knowledge while maintaining past learnings, effectively 
mitigating the challenges of traditional batch learning 
approaches. The proposed RCE model bridges real-time 
processing, continual learning, and stacked ensemble 
techniques, ensuring superior adaptability and predictive 
accuracy. 

By integrating Kafka-based event-driven architectures, 
replay-based learning, and a highly optimized ensemble 
framework, the RCE model not only enhances churn prediction 
performance but also maintains robustness in dynamic 
customer environments. 

V. EXPERIMENTAL RESULTS 

To assess the effectiveness of the RCE model in predicting 
customer churn, a series of experiments has been conducted 
using the "Churn Modelling" benchmark dataset for European 
banks, available on Kaggle [6]. This dataset comprises 10,000 
customer records and includes 14 features, such as customer 
demographics, credit scores, number of products, estimated 
salary, and account activity, which are essential in predicting 
customer churn. The target variable, "Exited", indicates 
whether a customer has churned (1) or remained (0). Given the 
class imbalance in the dataset, where most customers do not 
churn, the dataset required specific preprocessing techniques to 
ensure balanced learning. 

A. Experimental Setup 

The RCE model is implemented in a controlled 
experimental environment with Kafka (v3.9) facilitating real-
time event-driven processing. The machine learning 
components were developed using Python with the following 
libraries and frameworks: CatBoost (v1.2), LightGBM 
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(v4.1.0), Scikit-learn (v1.3.0) for Random Forest and Logistic 
Regression, and Imbalanced-learn (v0.11) for applying 
ADASYN to address class imbalance. Bayesian Optimization 
was performed using Scikit-Optimize (v0.9.0) to fine-tune 
hyperparameters. The StackingClassifier from Scikit-learn was 
utilized to integrate the base learners (CatBoost, LightGBM, 
and Random Forest) with a Logistic Regression meta-learner. 
Data preprocessing involved feature engineering, feature 
selection using SelectFromModel, and polynomial feature 
augmentation to enhance model representation. The 
computational experiments were conducted on a system 
equipped with an Intel Core i7 processor, 32GB RAM, and an 
NVIDIA RTX 3090 GPU, ensuring efficient model training 
and inference. The performance of the RCE model is assessed 
under two experimental scenarios to show the effectiveness of 
the proposed models in different environments. 

B. Scenario 1: Stable Environment 

In the first scenario, the entire dataset was used as a single 
batch for learning and evaluation. The model is trained on a 
training subset (typically 70 to 80% of the dataset) and then 
evaluated on the remaining test data in a static, traditional 
batch setting. The RCE model demonstrated superior 
performance, achieving an accuracy of 95.65%, a precision of 
90.41%, a recall (sensitivity) of 88.29%, and an F1-score of 
89.71% as shown in Fig. 5. 

 
Fig. 5. RCE Performance metrics. 

For comparative analysis, the RCE model's accuracy was 
evaluated against two recent customer churn prediction models 
that used the same dataset. The XGBoost model [8] achieved 
an accuracy of 83%, while the stacked ensemble model [12] 
attained 95.13% as shown in Fig. 6. 

C. Scenario 2: Dynamic Environment 

In the second scenario, the accuracy of the RCE model was 
evaluated in a simulated dynamic environment. Instead of 
using the entire dataset as a single batch in learning and 
evaluation, the model is first trained on an initial 70% training 
set, while the remaining 30% is used to simulate a real-time, 
dynamic environment by being gradually introduced in smaller 
batches incrementally to simulate real-time learning. The 
accuracy of the RCE model across four tasks (T1, T2, T3, and 
T4) was recorded as 89%, 86%, 85%, and 87%, respectively. 

In contrast, traditional models fail to adapt and generalize to 
new experiences, as they lack the ability to incrementally train 
with newly arriving data. 

 
Fig. 6. Comparison of RCE with XGBoost [8] and Stacked Model [12] under 

static conditions. 

 
Fig. 7. Performance of RCE, XGBoost [8], and Stacked Model [12] across 

multiple tasks in a simulated dynamic environment. 

Consequently, their performance deteriorates over time. 
The XGBoost model [8] exhibited a sharp decline in accuracy, 
scoring 76%, 74%, 71%, and 68%, while the stacked model 
[12] achieved 88%, 83%, 81%, and 77%. These results, 
illustrated in Fig. 7, demonstrate the effectiveness of the RCE 
model in maintaining robust predictive performance in 
dynamic environments. 

To summarize the overall performance across dynamic 
tasks, the average accuracy (ACC) is computed. The RCE 
model achieved an average accuracy of 86.75%, whereas 
XGBoost [8] exhibited an average accuracy of 72.25%. The 
stacked model [12] had an average accuracy of 82.25% as 
shown in Fig. 8. The experimental results demonstrate that the 
RCE model significantly outperforms existing customer churn 
prediction models, both in traditional batch learning and 
dynamic real-time environments. By integrating event-driven 
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processing, replay-based continual learning, and stacked 
ensemble learning, the RCE model maintains high predictive 
accuracy and effectively adapts to evolving customer 
behaviors, mitigating catastrophic forgetting. 

 
Fig. 8. Average accuracy of RCE, XGBoost [8], and Stacked Model [12] 

across multiple tasks in a simulated dynamic environment. 

VI. CONCLUSION, LIMITATIONS, AND FUTURE WORK 

This research introduced the Real-time Continual Ensemble 
(RCE) model, designed to address customer churn prediction in 
real-time, dynamic environments. The RCE model integrates 
an event-driven development approach using Kafka to process 
continuous data streams efficiently, ensuring real-time churn 
prediction. Additionally, it incorporates a replay-based 
continual learning mechanism, allowing the model to adapt 
incrementally to evolving customer behaviors while mitigating 
catastrophic forgetting. Unlike traditional models that train on 
static datasets, the RCE model continuously refines its 
knowledge without losing prior insights. Furthermore, stacked 
ensemble learning was employed to enhance classification 
performance, leveraging a diverse set of base models 
(CatBoost, LightGBM, and Random Forest) and a Logistic 
Regression meta-learner. This combination reduces bias, 
enhances generalization, and improves predictive accuracy. 

To evaluate the effectiveness of the proposed model, 
experiments were conducted on the Churn Modelling 
benchmark dataset for European banks, which consists of 
10,000 samples and 14 features. The RCE model achieved a 
95.65% accuracy when trained on the entire dataset, 
outperforming existing models. However, in a simulated 
dynamic environment, where incremental learning was 
required, RCE demonstrated superior adaptability by 
maintaining an average accuracy (ACC) of 86.75% across 
tasks. This performance was notably higher compared to recent 
models, such as the XGBoost model [8] which struggled with 
adapting to evolving data distributions, achieving only 72.25% 
ACC. Similarly, the stacked ensemble model [12], though 
initially competitive, exhibited a decline over time, reaching an 
ACC of 82.25%. The findings confirm that RCE not only 
outperforms traditional models in static training scenarios but 

also excels in dynamic environments, ensuring that businesses 
can make data-driven decisions in real time. 

Despite its advantages, the proposed RCE model has 
certain limitations. First, the dataset used for evaluation is 
relatively small (10,000 samples), which may not fully capture 
the complexities of real-world customer churn behavior in 
large-scale enterprises. Additionally, the experience replay 
mechanism used for continual learning requires significant 
memory resources, especially when handling large volumes of 
streaming data. While prioritized experience replay helps 
mitigate this issue, memory constraints remain a challenge in 
real-time applications. Moreover, hyperparameter tuning using 
Bayesian Optimization contributes to enhanced model 
performance but is computationally expensive, requiring 
careful optimization to balance efficiency and accuracy. 

Future research should focus on evaluating RCE on larger, 
more diverse datasets to assess its scalability and robustness in 
real-world scenarios. Furthermore, while experience replay has 
been effective in this study, alternative continual learning 
strategies could be explored to further enhance adaptability. 
Approaches such as gradient-based methods [26], 
regularization techniques [27], knowledge distillation [28], 
Bayesian-based adaptation [29], architecture modifications 
[30], or hybrid continual learning models offer promising 
directions to reduce memory overhead and improve long-term 
retention of knowledge. By addressing these challenges, the 
RCE model can be extended into broader applications, 
ensuring its effectiveness in high-velocity, real-time data-
driven decision-making systems. 
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