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Abstract—Malaria persists as a serious global public health 

threat, particularly in resource-limited regions where timely and 

accurate diagnosis is a challenge due to poor medical 

infrastructure. This study presents a comparative evaluation of 

three pre-trained convolutional neural network (CNN) 

architectures—EfficientNetB0, InceptionV3, and ResNet50—for 

automated detection of Plasmodium-infected blood cells using the 

Malaria Cell Images Dataset. The models were implemented in 

Python with TensorFlow and trained in Google Colab Pro with 

GPU A100 acceleration. Among the models evaluated, ResNet50 

proved to be the most balanced, achieving 97% accuracy, a low 

false positive rate (1.8%) and the shortest training time (2.9 

hours), making it a suitable choice for implementation in real-time 

clinical settings. InceptionV3 obtained the highest sensitivity (98% 

recall), although with a higher false positive rate (4.0%) and a 

higher computational demand (6.5 hours). EfficientNetB0 was the 

fastest model (3.2 hours), showed validation and a higher false 

negative rate (6.2%). Standard metrics—accuracy, loss, recall, F1-

score and confusion matrix—were applied under a non-

experimental cross-sectional design, along with regularization and 

data augmentation techniques to improve generalization and 

mitigate overfitting. As a main contribution, this research 

provides reproducible empirical evidence to guide the selection of 

CNN architectures for malaria diagnosis, especially in resource-

limited settings. This systematic comparison between state-of-the-

art models, under a single protocol and homogeneous metrics, 

represents a significant novelty in the literature, guiding the 

selection of the most appropriate architecture. In addition, a 

lightweight graphical user interface (GUI) was developed that 

allows real-time visual testing, reinforcing its application in 

clinical and educational settings. The findings also suggest that 

these models, in particular ResNet50, could be adapted for the 

diagnosis of other parasitic diseases with similar cell morphology, 

such as leishmaniasis or babesiosis. 
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I. INTRODUCTION 

Malaria is one of the most prevalent and deadly infectious 
diseases in tropical and subtropical regions, affecting mainly 
developing countries. According to the World Health 
Organization (WHO), approximately 247 million cases of 
malaria were reported worldwide in 2021, with more than 
600,000 deaths, with children under five years of age being the 
most vulnerable group [1]. By 2023, global cases increased to 
263 million, with 597,000 deaths, attributed to factors such as 
climate change, drug resistance and persistent inequalities in 
health systems. Sub-Saharan Africa continues to account for 
94% of cases, highlighting the magnitude of the problem [2]. In 

Peru, malaria has been a historical concern, particularly 
affecting the Amazon regions. Despite the implementation of 
strategies such as the Plan towards the Elimination of Malaria in 
Peru 2022-2030, the disease remains a critical public health 
problem. In 2023, 17,840 cases of malaria were reported, while 
up to epidemiological week 40 of 2024, nine deaths were 
reported [3], [4]. Loreto, the most affected region, reported more 
than 8,000 cases in the same period [5]. Factors such as poverty, 
inaccessibility of many communities and climatic conditions 
conducive to the Anopheles mosquito transmitter aggravate the 
situation, highlighting the need for innovative diagnostic 
solutions that are accurate, accessible and rapidly implemented. 
Although significant progress has been made in its prevention 
and treatment, timely and accurate diagnosis remains a critical 
challenge, especially in resource-limited areas where access to 
equipment and trained personnel is insufficient [1]. Traditional 
malaria diagnosis, based on microscopic analysis of stained 
blood smears, has several limitations, including the need for 
technical expertise and the time required to process multiple 
samples [6]. These limitations not only delay the initiation of 
appropriate treatment, but can also result in misdiagnosis, 
exacerbating the burden of disease in already affected 
communities [7]. 

Against this backdrop, artificial intelligence (AI) 
technologies have emerged as promising tools to address the 
challenges associated with malaria diagnosis. Convolutional 
neural networks used in image processing and analysis are 
particularly notable for their ability to identify complex patterns 
in medical images. These technologies have proven to be 
effective in the diagnosis of various diseases, including malaria, 
through automated analysis of blood smears [8]. Some recent 
studies have also explored the use of advanced architectures 
such as EfficientNet, ResNet and VGG16 in clinical, mobile and 
rural settings, demonstrating their practical applicability for 
automated diagnosis in areas with scarce computational 
resources. However, the current literature presents a significant 
gap in terms of systematic comparisons between state-of-the-art 
CNN models applied to malaria. Most studies focus on 
individual architectures or use complex methods such as 
ensembles, which require high computational capacity. 
Therefore, this research posed the following research question: 
which of the convolutional neural network models ResNet50, 
EfficientNetB0 or InceptionV3 demonstrates better 
performance in the automated detection of malaria infections? 

The objective of this research was to comparatively evaluate 
these architectures, using standard metrics such as accuracy, 
loss, recall, and F1-Score, in order to identify the most efficient 
and feasible model for eventual integration into automated 
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clinical diagnostic systems. This study uses the Malaria Cell 
Images Dataset, composed of 27,558 images categorized as 
“infected” and “uninfected” [9]. The development and training 
of the models was carried out using Google Colab Pro, using 
Python programming tools and libraries such as TensorFlow and 
Keras. 

The main contribution of this research lies in providing 
reproducible and comparative empirical evidence on the 
performance of three widely recognized architectures in the field 
of deep learning, in a controlled but replicable environment. The 
results will guide technical decisions for the implementation of 
practical AI-assisted diagnostic solutions, especially in endemic 
regions with limited medical infrastructure. This research not 
only explores the technical capabilities of CNNs, but also 
highlights their potential to be adapted to the detection of other 
parasitic diseases of similar morphology, such as leishmaniasis 
or babesiosis, thus extending their relevance beyond the specific 
context of malaria. 

II. RELATED WORK 

In recent years, several research works have evidenced the 
potential of convolutional neural networks (CNNs) for 
automated malaria diagnosis. For example, Zhao et al. [10] 
proposed in 2020 a solution for low-cost mobile devices, 
achieving 96.5% accuracy with VGG16. Vizcaino Gispert [11], 
also in 2020, used Faster R-CNN, improving their results with 
pre-trained weights. Subsequently, in 2021, Sierra Segovia et al. 
[12] applied CNN for both malaria and COVID-19, obtaining an 
accuracy of 99.33% in the latter. That same year, Ferreras 
Extremo [13] used an EfficientNet assembly, achieving an 
accuracy of 98.29%. More recently, Marín Calvo [14] in 2022 
reported 95.58% with data augmentation. Finally, Meza-
Bautista et al. [15] in 2024 performed a comparison of CNN 
architectures and concluded that EfficientNetB0 offered the best 
performance (97.12%). In this context of advances, our research 
focused on a systematic and controlled comparison of ResNet50, 
EfficientNetB0 and InceptionV3. This study provides 
quantitative evidence on which offered the best balance between 
diagnostic accuracy, computational efficiency and clinical 
applicability, filling a gap in the literature regarding direct and 
comprehensive comparisons of these architectures in the field of 
malaria diagnosis. 

III. METHODOLOGY 

A. Research Design 

The research design is non-experimental cross-sectional, 
which implies that the performance of different convolutional 
neural network (CNN) models in detecting malaria infections at 
a specific time was evaluated, without manipulating the study 
variables [16]. This approach allowed an objective analysis of 
performance metrics, such as accuracy, recall and F1-score, 
using a previously established data set [17]. 

B. Participants 

The population of this study consisted of a set of 27,560 
labeled blood smear images obtained from public databases such 
as Kaggle [18], which provides a set of images used in scientific 
research to train and evaluate classification models. 

The sample was divided into three subsets: 60% for training, 
30% for validation and 10% for testing, ensuring that each 
subset has a similar distribution of images, which minimizes 
bias in model evaluation [19]. Fig. 1 and Fig. 2 show 
representative images of blood smears used in the study, while 
Fig. 3, 4 and 5 illustrate the architectures of the convolutional 
neural networks used: ResNet50, EfficientNetB0 and 
InceptionV3, respectively. Fig. 1 presents a malaria-infected 
blood smear image from the dataset [18], the presence of 
parasites is evident, with multiple organisms within the red 
blood cells, indicating an active and severe infection. 

 

Fig. 1. Malaria-infected blood smear. 

Fig. 2 shows a blood smear that is not infected by malaria, 
image from the dataset [18], the staining is uniform and clear, 
with no signs of parasites present in the red blood cells. 

 
Fig. 2. Blood smear that is not infected with malaria. 

Design of the architectures: The following figures illustrate 
the pretrained convolutional neural network architectures used. 

The ResNet50 model (see Fig. 3) is a 50-layer deep 
convolutional neural network, distinguished by its innovative 
residual or "skip connections." These connections are crucial for 
enabling information and gradients to flow directly across 
multiple layers, effectively mitigating the vanishing gradient 
problem in very deep architectures and significantly aiding 
training.The architecture is structured into five primary stages, 
each built with residual blocks. It begins with an initial 7x7 
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convolutional layer followed by max-pooling. The subsequent 
four stages employ "bottleneck blocks," each comprising a 
sequence of 1x1, 3x3, and 1x1 convolutional layers. The 1x1 
layers manage channel dimensionality, while the 3x3 focuses on 
feature extraction. The residual connection in each block adds 
the original input to the output of these layers, allowing the 
model to learn identity functions. Specifically, the architecture 
includes 3 residual blocks in the first stage (conv2_x), 4 in the 
second (conv3_x), 6 in the third (conv4_x), and 3 in the fourth 
(conv5_x). The final stages involve a global average pooling 
layer and a dense layer with SoftMax activation for binary 
classification (e.g., 'infected' or 'uninfected'). This robust 
hierarchical structure renders ResNet50 exceptionally effective 
for complex image classification tasks [20], [21], [22]. 

 
Fig. 3. Architecture of the ResNet50 model based on transfer of learning, 

taken from [23]. This diagram illustrates the residual connections that 
facilitate gradient flow through deep layers, organized into five main stages 

with "bottleneck" blocks. While the dimensions and number of filters for the 

layers are depicted in the diagram. 

 
Fig. 4. The Architecture of the EfficientNetB0 model, extracted from [25]. 

This diagram illustrates the network's structure based on compound scaling 

and its primary building block, the Mobile Inverted Bottleneck Convolution 

(MBConv) block, which incorporates Squeeze-and-Excitation networks. 
While the detailed parameters and operations within each block are depicted. 

Following ResNet50, EfficientNetB0 (see Fig. 4) represents 
another state-of-the-art CNN architecture, notable for its 
compound scaling method. This innovative approach uniformly 
scales network depth, width, and resolution using fixed 
coefficients, allowing superior performance with fewer 
parameters and lower computational cost. The core building 
block is the Mobile Inverted Bottleneck Convolution (MBConv) 
block, adapted from MobileNetV2. These MBConv blocks 
integrate depthwise separable convolutions, significantly 
reducing computational expense, along with an inverted 
bottleneck structure. Crucially, each MBConv block also 
includes a Squeeze-and-Excitation (SE) network, which 
adaptively recalibrates channel-wise feature responses by 
learning channel-wise attention, further enhancing the model's 
representational power. EfficientNetB0 is organized into 
multiple stages, each consisting of several MBConv blocks. The 
network begins with an initial convolutional layer, followed by 
compound-scaled MBConv stages for feature extraction. A 
global average pooling layer and a final dense layer with 

softmax activation are then used for classification. Despite its 
relatively compact size, EfficientNetB0 is designed for high 
efficiency and accuracy, making it a compelling choice for 
deployment in resource-constrained environments where 
computational budget is a significant concern [24]. 

Finally, Finally, InceptionV3 (see Fig. 5) is another powerful 
pre-trained CNN architecture explored in this study, designed 
for high computational efficiency and accuracy by optimizing 
resource use. Its core innovation lies in the Inception modules, 
which enable the network to perform multiple parallel 
convolutions with different kernel sizes (1x1, 3x3, 5x5) and 
max-pooling operations on the same input. This parallel 
processing allows the model to capture features at various scales 
simultaneously, providing richer data representation. A key 
aspect of InceptionV3's design is the strategic factorization of 
larger convolutions into smaller ones (e.g., replacing a 5x5 
convolution with two 3x3s, or a 3x3 into 1x3 and 3x1). This 
significantly reduces parameters and computational cost while 
preserving or improving representational capacity. Additionally, 
InceptionV3 incorporates batch normalization in auxiliary 
classifiers and uses label smoothing during training for 
regularization and overfitting prevention. The InceptionV3 
architecture consists of multiple stacked Inception modules, 
with interleaved pooling layers to reduce spatial dimensions. It 
begins with initial convolutional layers and max-pooling, 
followed by Inception modules that extract abstract features. 
Similar to other models, the final part employs a global average 
pooling layer and a dense layer with softmax activation for 
binary classification. This design makes InceptionV3 robust and 
efficient, particularly where capturing multi-scale features is 
critical [26]. 

 
Fig. 5. The Architecture of the InceptionV3 model, extracted from [27]. This 

diagram illustrates the network's structure, highlighting the use of Inception 
modules that perform parallel convolutions with different kernel sizes to 

capture multi-scale features. While the specific details of the factorization and 

layer parameters are shown. 

C. Instruments and Techniques 

For the implementation of this study, Python was used as the 
programming language, taking advantage of its versatility and 
the vast support of specialized machine learning libraries [28]. 
Model training was conducted on Google Colab Pro, a 
development environment that provided access to cloud 
computing resources, including an A100 GPU, which was 
essential to handle the computational complexity [29]. The 
TensorFlow and Keras libraries were used, which are 
fundamental for the construction and training of neural 
networks, facilitating the implementation of deep learning 
algorithms [30]. In terms of techniques, extensive image 
preprocessing including pixel value normalization and data 
augmentation strategies such as rotations, image inversion and 
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pixel filling were applied to improve the generalizability of the 
model [19], [31]. For model training, the pre-trained 
architectures ResNet50, EfficientNetB0 and InceptionV3 were 
selected and optimized in the Google Colab Pro environment 
with GPU A100 [20], [26]. Finally, the model was evaluated 
using standard metrics such as accuracy, recall and F1-score, 
complemented with a confusion matrix for a detailed analysis of 
the classification errors [32], [33]. 

D. Data Analysis 

Data analysis was performed by comparing the performance 
metrics of the trained models. Accuracy, loss, recall and F1-
score metrics were calculated for each model using the test set. 
The confusion matrix was used to identify specific error 
patterns, allowing a more detailed assessment of the 
performance of each model [34]. The results were statistically 
analyzed to determine the effectiveness of each neural network 
in detecting malaria infections, ensuring rigorous and 
reproducible analysis of the results [8], [35]. 

IV. RESULTS 

A. Results of the EfficientNetB0 Model 

Table I presents the performance metrics obtained during the 
training, validation and testing phases of the EfficientNetB0 
model. The training was initially set up for 100 epochs, but was 
automatically stopped at epoch 15 due to the EarlyStopping 
callback, which monitored val_loss with a patience of 5 epochs. 
The total training time was 3 hours, 14 minutes and 48 seconds, 
using an A100 GPU. 

TABLE I.  PERFORMANCE OF EFFICIENTNETB0 IN TRAINING, 
VALIDATION AND TESTING 

Metric Train Validation Test 

Accuracy 0.99 0.95 0.95 

Loss 0.041 0.187 0.200 

Predictive value 

(Precision) 

0.99 (P), 0.99 

(U) 

0.96 (P), 0.96 

(U) 

0.97 (P),  

0.94 (U) 

Recall 
0.99 (P), 0.99 
(U) 

0.95 (P), 0.96 
(U) 

0.94 (P),  
0.97 (U) 

F1-Score 0.99 0.95 0.95 

 Legend: 

 P: Parasitized (infected cells) 

 U: Uninfected (uninfected cells) 

Fig. 6 shows the evolution of the accuracy during 
EfficientNetB0 training: 

 Train Accuracy: Increased rapidly from 89.17% (epoch 
1) to 99.15% (epoch 15), indicating that the model 
learned the training data efficiently. 

 Validation Accuracy: It showed high variability, ranging 
between 50% and 95.52%, with the best performance in 
epoch 10 (95.52%) 

The gap between “train” and “validation” suggests possible 
overfitting. 

 

Fig. 6. Accuracy curve during EfficientNetB0 training. 

Fig. 7 shows the decrease in loss: 

 Train Loss: It decreased steadily from 8.8683 (epoch 1) 
to 0.0412 (epoch 15). 

 Validation Loss: It showed significant fluctuations, with 
peaks at epochs 4, 7 and 14. The minimum was reached 
at epoch 10 (0.1865), coinciding with the maximum 
val_accuracy. 

 

Fig. 7. Loss curve during EfficientNetB0 training. 

The confusion matrix Fig. 8 highlights a 6.2% false negative 
rate (84 parasitized cells not detected), a potential risk in medical 
applications. 

 True Positives (TP): 1294 (93.8% of correctly identified 
Parasitized). 
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 False Negatives (FN): 84 (6.2% of Parasitized 
misclassified as Uninfected). 

 False Positives (FP): 43 (3.1% of Uninfected 
misclassified as Parasitized). 

 True Negatives (TN): 1335 (96.9% of correctly 
identified Uninfected). 

 
Fig. 8. Confusion matrix of the EfficientNetB0 model in the test set. 

B. Results of the InceptionV3 Model 

Table II presents the performance metrics obtained during 
the training, validation and testing phases of the InceptionV3 
model, which was trained for 16 epochs (out of 100 scheduled) 
using EarlyStopping with patience for 5 epochs (monitoring 
val_loss). The total training time was 6 hours, 29 minutes and 
44 seconds using an A100 GPU. 

TABLE II.  PERFORMANCE OF INCEPTIONV3 IN TRAINING, VALIDATION 

AND TESTING 

Metric Train Validation Test 

Accuracy 0.99 0.97 0.97 

Loss 0.029 0.120 0.125 

Predictive value 
(Precision) 

0.99 (P), 0.99 
(U) 

0.97 (P),  
0.97 (U) 

0.96 (P),  
0.97 (U) 

Recall 
0.99 (P), 0.99 

(U) 

0.97 (P),  

0.97 (U) 

0.98 (P),  

0.96 (U) 

F1-Score 0.99 0.97 0.97 

 Legend: 

 P: Parasitized (infected cells) 

 U: Uninfected (uninfected cells) 

Fig. 9 shows the evolution of Accuracy during InceptionV3 
training: 

 Train Accuracy: Reached 99.5% at epoch 14, indicating 
near perfect learning. 

 Validation Accuracy: Stabilized at 97% after epoch 3, 
with minimal fluctuations in epochs 5 and 14. 

Reduced gap: 2.27% (vs. 3.63% in EfficientNetB0), 
suggesting less over-adjustment. 

 

Fig. 9. Accuracy curve during InceptionV3 training. 

Fig.10 displays the decrease in loss of the InceptionV3 
model: 

 Train Loss: Decreased from 10.6204 to 0.0294. 

 Validation Loss: It showed a minimum peak at epoch 6 
(0.1063). 

 

Fig. 10. Loss curve during InceptionV3 training. 

Fig. 11 shows the confusion matrix of InceptionV3: 

 False negatives (FN): 34 (2.5% of Parasitized 
misclassified as Uninfected). 

 False positives (FP): 55 (4.0% of Uninfected 
misclassified as Parasitized). 
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Fig. 11. Confusion matrix of InceptionV3 in the test set. 

C. Results of the Resnet50 Model 

Table III presents the performance metrics obtained during 
the training, validation and testing phases of the ResNet50 
model, it was trained for 13 epochs (out of 100 scheduled), using 
EarlyStopping with 5 epoch patience and validation loss 
monitoring (val_loss). The total training time was 2 hours, 58 
minutes and 35 seconds using an A100 GPU. 

TABLE III.  PERFORMANCE OF RESNET50 IN TRAINING, VALIDATION AND 

TESTING 

Metric Train Validation Test 

Accuracy 0.99 0.97 0.97 

Loss 0.037 0.109 0.112 

Predictive value 

(Precision) 

0.99 (P), 0.99 

(U) 
0.97 (P), 0.97 (U) 

0.98 (P),  

0.97 (U) 

Recall 
0.99 (P), 0.99 
(U) 

0.97 (P), 0.97 (U) 
0.96 (P),  
0.98 (U) 

F1-Score 0.99 0.97 0.97 

 Legend: 

 P: Parasitized (infected cells) 

 U: Uninfected (uninfected cells) 

Fig. 12 shows the evolution of Accuracy during ResNet50 
training: 

 Train Accuracy: Reached 99.13% at epoch 13. 

 Validation Accuracy: Stabilized at 97% after epoch 5, 
with minimal fluctuations. 

Reduced gap: 1.78% (vs. 2.27% in InceptionV3), suggesting 
less overfitting. 

 

Fig. 12. Accuracy curve during ResNet50 training. 

Fig. 13 shows the loss decrease of the ResNet50 model: 

 Train Loss: Decreased from 10.7185 to 0.0372. 

 Validation Loss: Showed a minimum in epoch 11 
(0.1089). 

 

Fig. 13. Loss curve during ResNet50 training. 

Fig. 14 shows the ResNet50 confusion matrix: 

 False negatives (FN): 49 (3.6%) vs. 34 in InceptionV3. 
Slight increase, but still better than EfficientNetB0 (84). 

 False positives (FP): 25 (1.8%). Better specificity than 
InceptionV3 (55). 
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Fig. 14. ResNet50 confusion matrix in test set. 

D. Comparative Table of the Models in the EfficientNetB0, 

InceptionV3 and ResNet50 Test Set 

ResNet50 combined high accuracy (97%) with the shortest 
time (2 hours and 58 minutes) and FP (1.8%), ideal for accurate 
diagnostics. InceptionV3 had better recall for 'Parasitized' 
(98%), but required more resources (6.5h). Table IV summarizes 
all the values corresponding to the performance on the test set, 
the three models evaluated (EfficientNetB0, InceptionV3 and 
ResNet50) in terms of: 

 Accuracy (Test): Overall percentage of hits. 

 Precision (P/U): Predictive value for each class 
(Parasitized/Uninfected). 

 Recall (P/U): Sensitivity to detect true cases. 

 F1-Score: Balance between precision and recall. 

 Training Time: Computational Efficiency. 

 FN/FP: They are critical in medical diagnosis 

TABLE IV.  COMPARATIVE PERFORMANCE OF EFFICIENTNETB0, 
INCEPTIONV3 AND RESNET50 MODELS ON THE TEST SET  

Metric EfficientNetB0 InceptionV3 ResNet50 

Accuracy (Test) 0.95 0.97 0.97 

Precision (P/U) 0.97 / 0.94 0.96 / 0.97 0.98 / 0.97 

Recall (P/U) 0.94 / 0.97 0.98 / 0.96 0.96 / 0.98 

F1-Score 0.95 0.97 0.97 

Training Time (h) 3.2 6.5 2.9 

False Negatives (FN) 6.2% 2.5% 3.6% 

False Positives (FP) 3.1% 4.0% 1.8% 

Legend: 

 P = Parasitized, 

 U = Uninfected. 

V. DISCUSSION 

The results obtained showed that the three convolutional 
neural network models evaluated, EfficientNetB0, InceptionV3 
and ResNet50, showcased excellent performance metrics in the 
automated detection of Plasmodium-infected cells. However, 
the main novelty of this study lay in the direct, systematic and 
reproducible comparison between these three models in a 
controlled environment, using a single data stream and uniform 
metrics, which has not been addressed in previous studies. This 
methodology allows a more accurate assessment of the clinical 
applicability of each architecture. 

ResNet50 stood out for its balanced performance: it achieved 
97% accuracy, 1.8% false positives and the shortest training 
time (2 hours and 58 minutes), positioning it as the most viable 
model for real implementations. Although Ferreras Extremo 
[13] achieved an accuracy of 98.29% using an ensemble of 
EfficientNet models, his approach demanded cross-validation of 
10 iterations, increasing the complexity and computational time. 
In contrast, our ResNet50 achieved similar results with lower 
operational burden. With respect to Marín Calvo [14] who 
reported 95.58% accuracy, our InceptionV3 exceeded that value 
in recall (98%), which is key to avoid false negatives in medical 
contexts. Unlike Vizcaino Gispert [11] whose Faster R-CNN 
model only reached 2.01% in initial detection, our models 
exceeded 95% accuracy from the first trainings thanks to the use 
of transfer learning and balanced datasets. In addition, studies 
such as that of Sierra Segovia et al. [12] showed comparable 
accuracy, but with less stability between training and validation 
(5% gap vs. our 1.78% gap in ResNet50). This evidences the 
positive effect of regularizations such as Dropout and L2 used 
in our work. Also, although Zhao et al. [10] achieved good 
accuracy (96.5%) on mobile hardware, our ResNet50 model 
demonstrated superiority in accuracy with equal or better 
efficiency. Finally, Meza-Bautista et al. [15] found that 
EfficientNetB0 achieved 97.12%, although with fine-tuning 
techniques not applied in our study. Even so, our ResNet50 
matched that accuracy with less technical complexity. 

From a practical standpoint, ResNet50 reduced false 
negatives to 3.6%, which is critical in medical diagnostics, and 
had a specificity of 98%, thus reducing misdiagnosis and 
unnecessary treatment. InceptionV3 offered higher sensitivity 
(recall of 98%), but required 6.5 hours of training, which may 
limit its adoption in resource-poor settings. This analysis also 
highlights opportunities for future research. It is recommended 
to validate the models on real clinical images to assess their 
robustness outside the standardized dataset. In addition, the 
combination of models (ensembles) that integrate the speed of 
EfficientNetB0 with the accuracy of ResNet50 could be 
explored. Another relevant line is the implementation in low-
cost devices (such as Raspberry Pi), optimizing models with 
TensorFlow Lite and quantization. Finally, these architectures 
could be adapted to other parasitic diseases such as 
leishmaniasis or babesiosis, expanding their impact on public 
health. Overall, this research provides clear empirical evidence 
on the performance of three popular models on a critical health 
problem. ResNet50, due to its balance between performance, 
efficiency and simplicity, is emerging as a robust and applicable 
solution in real clinical scenarios. 
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VI. CONCLUSIONS AND RECOMMENDATIONS 

This study evaluated and compared the performance of three 
pre-trained convolutional neural network models 
(EfficientNetB0, InceptionV3 and ResNet50) for automated 
detection of malaria-infected cells. The main contribution of this 
work lies in providing a systematic, reproducible and clinically 
applicable-oriented comparative analysis using a unified data 
flow and homogeneous metrics, which represents an approach 
rarely addressed in previous studies. The EfficientNetB0 model 
was characterized by its light weight and training speed (300 
seconds per epoch), making it a viable alternative for 
environments with limited computational resources, such as 
mobile devices or rural areas. However, its performance on the 
validation set was inconsistent, with significant fluctuations in 
the accuracy of the validation set (val_accuracy) and a relatively 
high level of false negatives (6.2%), which compromises its 
reliability for direct application in clinical settings without 
additional adjustments. InceptionV3 demonstrated a high 
detection capability, reaching a recall of 98% for the 
“Parasitized” class, making it the most sensitive model in the 
study. Its stability during training was also remarkable, with a 
gap between training and validation of only 2.27%. However, 
this model had a higher false positive rate (4.0%) and 
considerable computational demand, with a total training time 
of approximately 6.5 hours learning. The ResNet50 model 
emerged as the most balanced option. It achieved an accuracy of 
97%, similar to that of InceptionV3, but with a lower false 
positive rate (1.8%) and a smaller gap between training and 
validation metrics (1.78%), which evidences a greater 
generalization capacity. In addition, its training time was the 
most efficient among the three models evaluated (2 hours and 
58 minutes), which reinforces its feasibility to be implemented 
in real clinical scenarios. In practical terms, ResNet50 is 
positioned as the best choice for medical settings where both 
false negatives and false positives need to be minimized. 
InceptionV3, on the other hand, may be more suitable in 
contexts where early detection is a priority and a higher false 
positive rate can be tolerated. EfficientNetB0 is an interesting 
alternative for embedded or hardware constrained solutions, 
although its clinical implementation would require further 
optimization.  

As technical recommendations, we suggest adjusting the 
decision thresholds in the InceptionV3 and EfficientNetB0 
models to values close to 0.4, and to 0.45 in ResNet50, in order 
to improve sensitivity without excessively compromising 
specificity. Also, implementing loss functions such as focal loss 
could help to reduce false negatives, especially in critical clinical 
classes. To control overfitting, it is recommended to increase 
regularization by Dropout (between 0.5 and 0.7), apply L2 
penalty and use Batch Normalization in dense layers. From the 
optimization point of view, it is advisable to experiment with 
algorithms such as AdamW and dynamic learning rate 
adjustment strategies such as cosine decay. In addition, 
converting models to optimized formats such as TensorFlow 
Lite and applying quantization techniques can facilitate their 
execution on embedded hardware. For future research, it is 
proposed to validate the models on images from real clinical 
contexts beyond the standardized dataset, as well as to explore 
the development of hybrid models (ensembles) that combine 
efficiency and accuracy. It is also proposed to extend this 

methodology to the diagnosis of other parasitic diseases with 
similar cell morphology, such as leishmaniasis or babesiosis, 
and to implement complete systems in low-cost portable devices 
-such as Raspberry Pi with digital microscopy-, aimed at 
environments with limited access to medical infrastructure. 

The novelty of this study lies not only in the results obtained, 
but also in its practical applicability. As part of the 
materialization of this research, the graphical interface NhAI-
Malaria Classifier Fig. 15 was developed, a desktop tool that 
integrates the trained models (ResNet50, InceptionV3 and 
EfficientNetB0) to classify images of blood cells with malaria. 
The interface allows loading images manually or generating 
random samples, selecting the desired model and visualizing 
predictions with their associated probability. Designed to be 
intuitive and accessible, this GUI is ideal for resource-limited 
clinical settings, medical education or rapid sample validation. 
Its local operation guarantees data privacy, eliminating 
dependence on external connections, which makes it especially 
suitable for areas with low connectivity. Source code and 
deployment instructions are available at https://github.com/lu-
mala/NhAI-Malaria-Classifier. 

 
Fig. 15. NhAI-Malaria classifier graphical interface. Users can upload images, 

select a model and receive predictions with confidence levels. 
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