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Abstract—The rapid growth of the Internet of Things (IoT) has 

presented a significant challenge in efficiently managing energy-

aware task distribution over heterogeneous devices. Optimizing 

the efficient use of resources in terms of energy consumption is 

critical when considering IoT device resource-constrained 

environments. This study proposes a new IoT task distribution 

resolution mechanism using an Enhanced Walrus Optimization 

Algorithm (EWOA). EWOA incorporates sophisticated 

techniques, such as Lévy flight processes and augmented 

exploration-exploitation, and thus is best suited to complex and 

dynamic IoT environments. This study proposes an EWOA to 

assign effective tasks considering device capability compatibility 

and reduced energy consumption. Simulations over benchmark 

IoT scenarios validate that the EWOA outperforms current 

approaches in terms of efficiency in terms of energy consumption, 

convergence, and robustness. In conclusion, improvements in 

minimizing energy consumption, enhancing task execution 

performance, and efficient use of resources in IoT networks have 

been emphasized significantly. In this work, the EWOA was 

proven to be an effective tool for IoT NP-hard optimization 

problem resolution and opens doors for future work in utilizing 

sophisticated metaheuristic algorithms for use in energy-

constrained environments. 
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I. INTRODUCTION 

The Internet of Things (IoT) is a new technology model 
providing unimpeded connectivity between various smart 
gadgets [1]. The interconnected IoT environment comprises 
sensors, controllers, cameras, alarm panels, smart street lights, 
IP television, public addresses, and Programmable Logic 
Controllers (PLC) [2]. IoT enables real-time observation, 
management, and automation, enhancing security, efficiency, 
and living standards [3]. There are plenty of real-world 
implementations of IoT platforms, including smart healthcare 
[4], intelligent streetlights [5], video observation networks [6], 
and Supervisory Control And Data Acquisition (SCADA) 
networks [7]. 

Moreover, IoT forms the technological backbone of 
emerging domains such as FinTech, where the integration of 
real-time connectivity and blockchain technologies is 
accelerating financial innovation and global adoption [8]. 
Likewise, security remains a critical concern in IoT-enabled 
mobile and social networks, where intrusion detection systems 
(IDS) have been proposed to monitor communication patterns 
and ensure the integrity of distributed ad hoc environments [9]. 
As the volume of raw data generated by IoT devices grows, 
efficient transmission and processing through edge or cloud 

platforms become essential for real-time responsiveness and 
sustainable system performance [10]. 

IoT networks feature a variety of interconnected 
heterogeneous capabilities in distributed environments [11]. 
Nevertheless, one of the key challenges in such networks lies in 
resource constraints, specifically energy shortages. Most IoT 
entities, including wireless sensor nodes, are powered by 
batteries and have considerable energy limitations [12]. 
Minimizing energy consumption during data transmission, 
computation, and executing activities is imperative for 
extending network operational life. The importance of 
intelligent, resource-efficient processing is further emphasized 
in industrial domains such as smart manufacturing, where deep 
learning-based systems, like hybrid ensembles of vision 
transformers and convolutional neural networks have been 
employed to reduce waste and improve efficiency in steel 
surface defect detection [13, 14]. 

One effective mechanism for countering such energy 
constraints is to allow collaboration in scheduling, where 
network entities make efficient use of computational capabilities 
[15, 16]. Nevertheless, IoT scheduling is a challenging problem 
given the device homogeneity, workloads, and the efficient use 
of communication channels [17]. With their dynamic nature, IoT 
environments make such a problem even more challenging; 
therefore, developing smart scheduling techniques for efficient 
use of resources and minimizing energy consumption is 
imperative for an efficient IoT environment [18, 19]. 

This need is echoed in environmental monitoring 
applications, where real-time systems must integrate 
heterogeneous spatiotemporal data for emissions tracking, such 
as methane leakage in the energy sector. Recent work highlights 
how data alignment, fusion, and resolution integrity challenges 
can be addressed through advanced analytics and visualization 
techniques, reinforcing the role of intelligent scheduling and 
data-driven decision-making in complex IoT systems [20]. This 
paper proposes an Enhanced Walrus Optimization Algorithm 
(EWOA) to resolve the IoT scenario energy efficient scheduling 
issue. The key contribution of this work is: 

 We develop an optimization model that leverages EWO 
to enhance task scheduling and conserve energy in IoT 
environments with limited resources. 

 We integrate a Lévy flight and adaptive search 
mechanisms with EWO to enhance its convergence 
velocity and avert early stagnation in local optima. 

 A comprehensive performance analysis is conducted 
through simulations in MATLAB, comparing EWO with 
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WOA, PSO, and GA inefficiency in terms of energy, 
processing time, and network steadiness. 

The remainder of this paper is organized as follows. Section 
II summarizes relevant research on IoT task scheduling. Section 
III presents the problem statement, IoT task scheduling model, 
constraints, and objective function. Section IV details the 
proposed algorithm. Section V outlines and discusses simulation 
results. Section VI comprehensively discusses the findings, their 
implications, and comparisons with existing work. Section VII 
concludes the paper with key observations and presents future 
research directions. 

II. RELATED WORK 

Weikert, et al. [21] proposed a multi-objective scheduling 
algorithm for IoT network failures, including communication 
loss, battery depletion, and device failure. An archive-selection 
mechanism was included for search-space diversity, offering 
reliable alternative mappings in the case of failure. Performance 
evaluation via a network simulation model revealed that MOTA 
maximizes network life, reduces latency, and maximizes 
availability. 

Ren, et al. [22] combined Simulated Annealing (SA) and 
Particle Swarm Optimization (PSO) algorithms for IoT 
environments' NP-hard problem of scheduling tasks. PSO’s 
problem of getting trapped in a local optimum is avoided in the 
proposed scheme by leveraging the SA’s feature of exploration. 
Simulations in MATLAB have proven that the proposed scheme 
is better than traditional PSO and SA-based approaches in terms 
of increased efficiency in task execution and optimized 
consumption of resources in IoT networks. 

Bali, et al. [23] incorporated an Artificial Bee Colony (ABC) 
with the Whale Optimization Algorithm (WOA) to counter 
ABC’s early convergence problem with the Employee Bee and 
Onlooker Bee phases. MATLAB simulations exhibited 
significant performance improvements, with 50%, 25%, and 
60% improvements in energy efficiency, problem execution 
time, and overall expense, respectively, over the standalone 
ABC and WOA algorithms. 

Nematollahi, et al. [24] designed a fog computing-based 
scheduling scheme with a combination of Moth-Flame 

Optimizer (MFO) and Opposition-Based Learning (OBL) for 
efficient job scheduling. A blockchain fuels a supporting layer 
to provide accurate information and prevent system overload 
imbalances. Python simulations confirmed that the proposed 
model, OBLMFO, reduced latency by 12.18% and saved 6.22% 
energy consumption, confirming its efficiency in IoT networks 
with limited resources. 

Nematollahi, et al. [25] proposed an Improved Multi-
Objective Aquila Optimization (IMOAO) algorithm for 
offloading jobs to maximize system response and efficiency. 
Their algorithm utilizes OBL for diversity in the search space 
and Pareto front selection for improvement. Task-to-fog-node 
ratio comparisons showed that IMOAO performed better in 
terms of failure and response times than PSO, Firefly Algorithm 
(FA), and Multi-Objective Bacterial Forging Optimization 
(MO-BFO). 

Satouf, et al. [26] developed semi-dynamic real-time 
scheduling for cloud-fog environments with an adaptive Grey 
Wolf Optimizer (GWO) for effective IoT job scheduling 
concerning job duration, availability, and network state. It 
outperforms traditional scheduling algorithms such as Genetic 
Algorithm (GA), PSO, and ABC regarding processing time, 
makespan, and saving energy. 

Umer, et al. [27] designed a Multi-Objective Task-Aware 
Scheduling and Offloading Framework (MT-OSF) for IoT-
smart transportation systems. Their mechanism identifies a 
delayed and computation-intensive mechanism with a high-
priority offloader and offloads them with a multi-criterion 
decision mechanism (AHP-based ranking of fog nodes). Their 
Task-aware scheduler assigns resources considering node 
energy, bandwidth, RAM, MIPS power, and the short distance 
to connected cars. 

While existing studies cover several aspects of IoT task 
distribution, some issues have not yet been addressed, as listed 
in Table I. Most studies emphasise minimising latency or 
optimizing resources, and energy efficiency occur afterwards. 
Metaheuristic algorithms, such as PSO, ABC, and SA, have 
been proposed with promise, but most suffer from premature 
convergence and become stuck in local optima. 

TABLE I.  COMPARISON OF EXISTING APPROACHES 

Study Optimization techniques Key advantages Limitations 

[21] 
Multi-target task assignment procedure with 

archiving methodology 
Enhances network lifetime and reduces latency 

Does not explicitly optimize energy 

efficiency 

[22] 
Simulated annealing and particle swarm 
optimization 

Overcomes local optima trapping and improves 
resource utilization 

Lacks real-world validation, only 
MATLAB-based 

[23] 
Whale optimization algorithm and artificial bee 

colony 

Reduces energy consumption by 50% and task 

execution time by 25% 
High computational overhead 

[24] 
Moth-flame optimization and opposition-based 
learning 

Improves task execution efficiency Limited scalability analysis 

[25] 
Improved multi-objective aquila optimization with 

pareto front selection 
Achieves lower response time and failure rate 

Not evaluated in large-scale IoT 

networks 

[26] 
Cloud-fog task scheduling with adaptive grey wolf 
optimizer 

Optimizes execution time, cost, and energy Does not address node failures 

[27] 
Multi-objective task-aware offloading with AHP-

based multi-criteria scheduler 

Reduces response time by 7% and energy by 

16% 
More suited for transportation use cases 
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Additionally, fault-tolerant scheduling algorithms have not 
yet been researched in detail, with most studies combining real-
time reallocation of jobs in the case of failure in one node. 
Security and robustness can be boosted with multi-objective 
optimization and blockchain techniques but at a high 
computational expense and with less analysis for scalability. In 
this study, EWOA is proposed to bridge these gaps with Lévy 
flight for search improvement, a multi-objective fitness function 
for scheduling with consideration for energy, and an adaptable 
mechanism for fault tolerance in execution. 

III. PROBLEM FORMULATION AND NETWORK MODEL 

The task allocation problem in IoT networks can be 
effectively represented using a Directed Acyclic Graph (DAG), 
which models dependencies among tasks and the computational 
costs associated with execution and communication. A DAG is 
defined as a graph in its entirety 𝐺 = (𝑉, 𝐸), where 𝑉 stands for 
the nodes (tasks), and 𝐸 denotes the edges (communication 

dependencies between tasks). Each node corresponds to an 
individual task, while the edges define the precedence 
constraints that must be satisfied for execution. Task scheduling 
in IoT is challenging due to the interdependencies among tasks, 
requiring efficient execution order management to minimize 
delays and energy consumption. 

In a DAG-based task allocation model, the 𝑗th task cannot 
commence execution until all its parent tasks (denoted as node 
𝑖) are completed. When a parent task is executed, its child tasks 
become eligible for execution. A node weight represents the 
computational cost of executing a task, whereas the 
communication cost between tasks is represented by an edge 
weight. Fig. 1 illustrates a streamlined DAG for allocating tasks 
in an IoT environment, where each task is interconnected based 
on its execution dependencies. The weights assigned to the 
edges and nodes capture relationship sequences and the 
associated computational and communication burdens. 

 
Fig. 1. A streamlined DAG for IoT task allocation. 

The IoT architecture used in this study comprises four 
fundamental layers, each playing a distinct role in data 
acquisition, transmission, processing, and execution. These 
layers include sensing, networking, service provisioning, and 
application, as depicted in Fig. 2. The sensing layer collects data 
through various smart devices, sensors, and RFID tags. It 
captures real-time environmental information, which is then 
processed for decision-making. The networking layer ensures 
connectivity between IoT devices by utilizing various 
networking technologies. It facilitates data transmission 
between perception layer devices and higher processing layers 
while managing high data traffic efficiently. The service 
provisioning layer handles data analysis, security, and resource 
management. It ensures the integrity of collected data, optimizes 
processing through task allocation, and secures communication 
pathways. The application layer acts as a user interface, where 
IoT applications interact with the system. It defines specific real-
time requirements, business models, and functional needs of the 
IoT ecosystem. 

The task scheduling mechanism is primarily handled at the 
service management layer, responsible for assigning 
computational tasks to appropriate resources while ensuring 
energy efficiency and minimal latency. The multi-layered 
architecture of IoT introduces additional complexities, making 
it necessary to develop efficient task allocation algorithms to 
optimize resource utilization. 

 
Fig. 2. Adopted IoT architecture. 
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IV. ENHANCED WALRUS OPTIMIZATION ALGORITHM 

WOA is a metaheuristic optimization technique inspired by 
the social behaviors of walruses. WOA is designed based on the 
activities and interactions of walrus populations, including 
migration, foraging, social bonding, and self-defense 
mechanisms [28]. These behaviors are mathematically modeled 
using an optimization framework that balances exploration 
(global search) and exploitation (local search) in the search 
space. WOA follows a structured approach comprising four key 
phases: initialization, danger and safety signals, migration, and 
reproduction. 

The algorithm begins by generating an initial population of 
candidate solutions, randomly positioned within the defined 
search space between the upper and lower boundaries of the 
problem variables. Each solution represents a walrus agent, and 
their positions are iteratively updated as the algorithm 
progresses. 

WOA utilizes danger and safety signals to model walrus 
behavior, particularly their response to external threats. The 
danger signal is computed using Eq. (1). 

𝐷𝑎𝑛𝑔𝑒𝑟_𝑠𝑖𝑔𝑛𝑎𝑙 = 𝐴 × 𝑅 

𝐴 = 2𝑎 

𝑎 = 1 −
𝑡

𝑇
 

𝑅 = 2 × 𝑟1 − 1 

(1) 

The safety signal is defined using Eq. 2. 

𝑆𝑎𝑓𝑒𝑡𝑦_𝑠𝑖𝑔𝑛𝑎𝑙 = 𝑟2 (2) 

Where 𝐴 and 𝑅 determine the intensity of the danger 
response, with 𝛼 decreasing linearly from 1 to 0 over time. 𝑟1 
and 𝑟2 are random values between 0 and 1, while 𝑡 represents the 
current iteration number and 𝑇 is the maximum iteration count. 

The migration phase is responsible for exploration, allowing 
walrus agents to move across the search space for better 
solutions. The position update equation for a walrus agent is 
given by Eq. (3). 

𝑋𝑖,𝑗
𝑡+1 = 𝑋𝑖,𝑗

𝑡 +𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛_𝑠𝑡𝑒𝑝 (3) 

Where the migration step is calculated using Eq. 4. 

𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛_𝑠𝑡𝑒𝑝 = (𝑋𝑚
𝑡 − 𝑋𝑛

𝑡) × 𝛽 × 𝑟3
2 

𝛽 = 1 −
1

1 + 𝑒−10(𝑡−0.5𝑇) 𝑇⁄
 

(4) 

Where 𝑋𝑚
𝑡  and 𝑋𝑛

𝑡  are randomly selected walrus positions, 
while 𝛽 is a migration step control factor that adjusts the step 
size dynamically. The random parameter 𝑟3 enhances 
randomness, allowing better exploration. 

During the reproduction phase, walruses adjust their 
positions based on gender-based social interactions. For female 
walrus agents, their new position is influenced by both the male 
walrus and the best-performing solution in the population, as 
follows: 

female𝑖,𝑗
𝑡+1 = female𝑖,𝑗

𝑡 + 𝛼 × (male𝑖,𝑗
𝑡 − female𝑖,𝑗

𝑡 )

+ (1 − 𝛼) × (𝑋best
𝑡 − female𝑖,𝑗

𝑡 ) 
(5) 

For juvenile walrus agents, their positions are adjusted using 
a Lévy flight-based movement strategy as follows: 

𝑗𝑢𝑣𝑒𝑛𝑖𝑙𝑒𝑖,𝑗
𝑡+1 = (𝑂 − 𝑗𝑢𝑣𝑒𝑛𝑖𝑙𝑒𝑖,𝑗

𝑡 ) × 𝑃 

𝑂 = 𝑋𝑏𝑒𝑠𝑡
𝑡 + 𝑗𝑢𝑣𝑒𝑛𝑖𝑙𝑒𝑖,𝑗

𝑡 × 𝐿𝐹 
(6) 

Where O is the safety reference location, 𝑃 is the danger 
coefficient associated with juvenile walrus agents, and 𝐿𝐹 is a 
Lévy flight-based movement step. 

To enhance WOA's efficiency, the EWOA incorporates 
Lévy flight-based exploration, improving search efficiency and 
solution diversity. Lévy flights introduce random jumps with 
heavy-tailed distributions, allowing walrus agents to escape 
local optima and search over a broader space. The Lévy function 
used in EWOA is defined using Eq. (7). 

𝐿𝐹 = 0.01 ×
𝑢 × σ

|𝑣|
1
γ

 

σ = (
Γ(1 + γ) × sin (

πγ
2
)

Γ (
1 + γ
2

) × γ × 2
γ−1
2

)

1
γ

 

(7) 

Where u and 𝑣 are random values between 0 and 1, 𝛾 is the 
Lévy distribution parameter, and Γ denotes the Gamma function. 
By integrating Lévy flights, EWOA achieves faster 
convergence, better solution diversity, and more efficient search 
behavior than the original WOA. Fig. 3 illustrates the flowchart 
of EWOA. 

EWOA is tailored for optimized energy utilization in task 
scheduling for IoT by leveraging its adaptive exploration-
exploitation balance to efficiently allocate computational tasks 
across heterogeneous IoT devices. EWOA ensures energy-
efficient scheduling by dynamically assigning tasks to IoT 
devices based on computational capacity, energy constraints, 
and communication overhead. The Lévy flight-based 
exploration enables the algorithm to search for optimal task-to-
node mappings, preventing premature convergence while 
minimizing energy consumption and execution time. 

EWOA integrates a multi-objective optimization approach, 
where the fitness function considers energy consumption, task 
execution latency, and workload balancing. The danger and 
safety signaling mechanism helps prioritize critical tasks, 
ensuring that time-sensitive operations are executed with 
minimal delay. Additionally, the migration and reproduction 
phases allow IoT devices to dynamically adjust their task 
allocations, adapting to network changes and preventing 
resource overloading. By efficiently balancing the 
computational load, EWOA significantly prolongs network 
lifetime, reduces energy dissipation, and ensures seamless 
execution of IoT tasks while maintaining high system 
performance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 5, 2025 

572 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. Flowchart of EWOA. 

V. RESULTS 

This section evaluates the proposed EWOA efficiency in 
scheduling IoT tasks and energy consumption in IoT 
environments. EWOA efficiency was assessed by 
comprehensive experiments conducted in MATLAB R2020a, 
which has high capabilities for matrix computation, model 

optimization, and effective data manipulation. IoT task 
scheduling is represented as DAG, with computational nodes 
arranging tasks under energy and communication costs. 
Convergence behavior, energy consumption, and cost efficiency 
performance metrics were analyzed by comparing existing 
methods, including SA, PSO, and ACO. 
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Fig. 4. Fitness value results. 

Fig. 4 shows the algorithm behavior for a sequence of several 
generations. Initially, the fitness value of EWOA was high but 
continued to fall with a growing number of iterations, reaching 
equilibrium at approximately the 320th generation. Through 
refinement over a while, the algorithm avoids early convergence 
and maintains an optimal balance between search and 
exploitation. Rapid early improvements confirm that the Lévy 
flight search mechanism operates effectively. The algorithm can 
explore a range of solution spaces and settle down to an optimal 
task distribution scheme. 

Efficient energy consumption is one of the most important 
objectives in IoT task scheduling. Fig. 5 illustrates algorithms' 
energy consumption with an increased number of tasks. The 
observations confirm that with an increased number of 
scheduled tasks, EWOA outperforms all else consistently, 
consuming much less energy. Simulated Annealing consumes 
the most energy, with a follow-up consumption in terms of ACO 
and PSO. That confirms that EWOA maximizes task 
distribution better, minimizing computational overhead and 
unnecessary migration of tasks. EWO's use of an adaptive 
exploration mechanism and task prioritisation techniques are 
responsible for its high energy efficiency. Therefore, EWO is an 
ideal selection for IoT large-scale implementations. 

 
Fig. 5. Energy consumption results. 

In addition to efficiency in terms of energy, cost-minimizing 
is a significant concern in IoT resource management. Fig. 6 is a 
comparative analysis of cost efficiency in terms of algorithms. 
EWOA consistently generates lesser values for cost when 
compared with other algorithms with a larger number of tasks. 
All methodologies have an increasing trend in terms of cost with 
growing complexity in terms of tasks. Still, EWOA experienced 
a moderate and less sharp rise, representing its resource 
distribution efficiency. Intelligent mapping of tasks with 
resources and adaptability in EWOA enables it to have a lesser 
cost, representing its effectiveness in IoT task scheduling with 
an efficient computational burden at an economical cost. 

 

Fig. 6. Cost results. 

The results clearly show that EWOA introduces significant 
improvement over conventional approaches in terms of velocity 
of convergence, efficiency in terms of energy, and cost savings. 
Lévy flight, multi-objective estimation of fitness, and flexible 
distribution of resources techniques included in EWOA make 
EWOA efficient in working with IoT scenarios with changing 
environments. High performance in various performance factors 
proves that EWOA can effectively work for big IoT scenarios 
with high regard for conserving energy and minimizing cost. 
With smart optimizing techniques, the proposed algorithm 
effectively distributes computational loads, maximizes network 
life, and maximizes effective use of resources, and thus can work 
as an efficient alternative for future IoT networks. 

VI. DISCUSSION 

Evolution towards energy-efficient task schedules in IoT 
contexts necessitates adaptive yet robust optimization 
mechanisms. EWOA met this need by providing a new hybrid 
integration of Lévy flight search with adaptive search methods. 
This work contributes significantly to current literature in 
resource-constrained optimization using metaheuristics, ranking 
EWOA superior in maintaining a balance between exploitation 
and exploration. 

A key contribution of this work is its multi-objective 
formulation, where energy consumption, execution latency, and 
resource utilization are simultaneously considered. Most 
methods in the literature consider energy efficiency a secondary 
optimization objective [21], while this EWOA makes energy 
efficiency central within its scheduling objective. This change is 
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crucial in IoT applications where devices rely on batteries 
operating in remote or hostile regions, and energy exhaustion 
can impact system reliability and longevity. 

As opposed to traditional metaheuristics such as PSO and 
ACO, which are subject to premature convergence and low 
adaptability to dynamic workloads [22], EWOA applies Lévy 
flight to move out of local optima while having search diversity 
throughout large iterations. This makes EWOA effective even 
for complex non-linear task dependencies best represented by 
Directed Acyclic Graph (DAG) structures. These are critical to 
scalability in smart cities, industrial IoT, and fog/edge 
computing. 

The algorithm’s biological inspiration, from walrus 
migration and reproduction patterns, provides a unique and 
underexplored behavioral model in the metaheuristic landscape. 
While swarm intelligence and evolutionary paradigms dominate 
the literature, the walrus model demonstrates that new 
behavioral analogies can yield valuable heuristic principles, 
particularly with advanced statistical tools like Lévy 
distributions. 

EWOA solves several open problems in this area. Firstly, its 
volatility-adaptive structure enables flexibility, a key necessity 
for self-organizing fault-tolerant systems. Second, its dynamic 
allocation facility ensures it is a prime candidate for real-time 
systems where device status may switch. Third, it provides a 
generalizable model for hybrid optimization methods. It creates 
possibilities for intermingling with federated learning agents, 
machine learning predictors, or context-dependent controllers 
for smart decision-making in dynamic environments. 

Despite this, real-world deployment can be hindered by 
certain practical limitations, namely computational complexity 
in large-scale systems and requirements for hyperparameter 
fine-tuning to prevent poor performance. Although MATLAB 
simulations assure controlled and reproducible evaluation 
circumstances, actual tests using physical IoT testbeds or 
emulator environments would thoroughly validate the 
algorithm's robustness against network noise, packet loss, or 
hardware constraints. 

VII. CONCLUSION 

This study designed EWOA for optimal use in IoT 
scheduling. It presented a computation-efficient approach for 
reducing computational costs and improving system 
performance using optimal energy and resource usage. EWOA 
facilitated a dynamic exploitation-exploration tradeoff using 
Lévy flight-inspired movement strategies, multi-objective 
optimization, and flexible task allocation for optimal scheduling. 
By modeling the scheduling problem in a DAG, EWOA 
effectively distributes tasks regarding computational demand, 
energy consumption, and communication overhead to IoT 
nodes. 

Simulation tests have proven that EWOA outperforms 
traditional algorithms. Convergence analysis revealed that 
EWOA achieves optimal performance at an optimal rate without 
premature convergence and with an ideal task distribution. 
Analysis of energy consumption and cost has proven that 
EWOA minimizes energy loss and computational costs. 
Intelligent mapping of resources to tasks and a flexible 

scheduling mechanism ensure a network's durability and service 
efficiency, and EWOA is a potential real-time IoT candidate. 

Although the proposed scheme reflects considerable 
improvements in terms of energy efficiency and task execution 
performance, additional enhancements are possible in future 
research. Machine learning predictive models can improve 
scheduling efficiency, accuracy, and adaptability in dynamic 
IoT environments. Implementations in edge and fog 
architectures can reveal even deeper insights into real-life 
implementations. Hybrid frameworks combining metaheuristic 
algorithms with deep learning for even better performance in 
complex IoT networks can be developed in future studies. 
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