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Abstract—Diabetes mellitus presents a growing prevalence at
the global level, representing a significant public health challenge.
Despite the availability of specific treatments, it is imperative to
develop innovative strategies that optimize early detection and
management of the disease. The research aims to develop a model
that allows for the early detection of diabetes using the Random
Forest algorithm, using the Knowledge Discovery in Databases
(KDD) methodology, which comprises the phases of selection,
preprocessing, transformation, data mining, interpretation and
evaluation. The dataset used include 520 randomly selected
patient records. The model achieved robust performance, with
an accuracy of 85%, sensitivity of 75%, and an F1-score of 78 %,
indicating an adequate balance between precision and sensitivity.
Specificity was 78%, while the area under the ROC curve
(AUC) reached 86%, demonstrating a high discriminative ability
between positive and negative cases. The balanced accuracy was
82%, and the Matthews correlation coefficient (MCC) registered a
value of 0.72, confirming the strength and reliability of the model
even in the presence of class imbalance. These results demonstrate
the effectiveness of the machine learning-based approach for the
early detection of diabetes mellitus, with potential application in
clinical decision support systems.

Keywords—Data mining; decision tree; diabetes mellitus; ma-
chine learning; random forest

I. INTRODUCTION

Diabetes has been recognized by the World Health Orga-
nization (WHO) as a major global health concern. It currently
affects around 9.3 % of adults worldwide, with an increasing
number of cases reported in low- and middle-income regions.
The condition shows a slight difference between genders, with
a prevalence of 9.6% in men and 9.0% in women. Furthermore,
the likelihood of developing diabetes rises significantly with
age, especially among individuals over the age of 45 [1]. This
disease poses serious health risks, contributing to complica-
tions such as heart disease, kidney damage, vision loss, and
limb amputations, all of which generate considerable health
care burdens and socioeconomic consequences. Diabetes is a
long-term illness that continues to grow in prevalence world-
wide and can lead to severe health issues if not identified and
treated in its early stages. This research is relevant because it
addresses the critical need for early diagnosis, which plays
a key role in minimizing complications and improving the
overall well-being of those affected. Detecting the disease early
is not only beneficial for individual patients but also essential
for improving public health outcomes [2].

Diabetes is a chronic condition characterized by high
blood glucose levels due to the body’s inability to produce
or effectively use insulin. Diagnosis is made through fasting

blood glucose tests, the glucose tolerance test, and hemoglobin
Alc levels [3]. The main causes of diabetes include genetic
factors, obesity, lack of physical activity, and poor dietary
habits, particularly in individuals with a family history of the
disease. The consequences of poorly managed diabetes are
severe, as it can lead to complications such as cardiovascular
diseases, kidney damage, blindness, amputations, and a higher
risk of infections. Additionally, it significantly impacts the
patient’s quality of life and represents an economic burden
on healthcare systems worldwide [4].

This study offers both theoretical and practical contri-
butions. On the theoretical side, it explores how machine
learning—specifically the Random Forest algorithm—can be
effectively used to predict the risk of diabetes by analyzing
various clinical and demographic factors. On the practical
side, the results can support healthcare providers by offering
a reliable tool for early risk identification, helping to stream-
line diagnostic procedures and support preventive healthcare
strategies.

Methodologically, the research is grounded in the Knowl-
edge Discovery in Databases (KDD) process, which provides
a step-by-step framework for extracting useful patterns from
large datasets. By following the KDD stages—data selection,
cleaning, transformation, mining, and interpretation—the study
ensures that the model development is systematic, robust, and
applicable to real-world healthcare scenarios. The objective
of the research is to develop an early detection model for
diabetes using the Random Forest algorithm, then the aim is
to apply machine learning techniques to identify significant
patterns within clinical and personal patient data that contribute
to accurate and timely diagnosis.

II. LITERATURE REVIEW

In this section, the findings of different authors who have
researched diabetes are analyzed.

A. Theoretical Bases

1) Diabetes mellitus: In the context of health, diabetes mel-
litus is classified as a chronic metabolic disease, primarily char-
acterized by elevated blood glucose levels (hyperglycemia).
This condition, if not properly controlled, can trigger severe
long-term complications affecting various organs and systems
of the body, such as the cardiovascular, renal, ocular, and
peripheral nervous systems [5]. From a physiological point of
view, insulin is a hormone produced by the beta cells of the
islets of Langerhans in the pancreas, whose main function is to
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facilitate the transport of glucose from the bloodstream into the
cells to be used as an energy source. In patients with diabetes,
this function is compromised due to a deficiency in insulin
production (Type I diabetes) or resistance to its action (Type
IT diabetes), which prevents the proper entry of glucose into
the cells, causing its accumulation in the blood and altering
energy metabolism [6].

Type I diabetes is characterized by the self-destruction of
the beta cells of the pancreas, which are responsible for insulin
production. This destruction is mistakenly caused by the im-
mune system, which identifies these cells as foreign agents.
As a consequence, an absolute insulin deficiency occurs,
preventing proper glucose metabolism and leading to elevated
blood glucose levels [7]. Besides, Type II diabetes mellitus, the
pathophysiology is different. This condition is characterized
by insulin resistance in peripheral tissues, accompanied by a
progressive dysfunction of the pancreatic beta cells responsible
for its secretion. As a result, glucose cannot be effectively
utilized by skeletal muscle, adipose tissue, and the liver,
leading to chronic hyperglycemia. This metabolic disturbance
worsens over time, as the pancreas’s ability to compensate for
insulin resistance by increasing insulin production becomes
progressively impaired [8].

2) Random forest: Random Forest is a machine learning
algorithm that works by combining many decision trees to
obtain more accurate and stable results. Through a process
called bagging, the model learns from multiple samples of
the same dataset and makes decisions considering different
combinations of variables, which allows it to be more reliable
and less prone to errors [9][10]. This technique is especially
useful in the healthcare field, as it enables the analysis of
a large amount of clinical and personal information from
patients, detecting complex patterns that may not be evident
at first glance [11]. In this research, Random Forest is used
as a tool to support the early diagnosis of diabetes, aiming to
facilitate timely interventions and improve people’s quality of
life.

B. Related Work

The author [12] aimed to identify systemic risk factors
associated with diabetes mellitus (DM) and to predict the onset
of diabetic retinopathy (DR) by implementing a classification
model based on Random Forest (RF). Patients diagnosed
with DM who attended a specialized retina consultation for
DR screening for the first time were included. Clinical and
demographic variables were collected, including age, sex, type
of diabetes, metabolic control, family history, and comor-
bidities. The presence of DR and vision-threatening diabetic
retinopathy (VTDR) was established through a dilated fundus
examination. The dataset, consisting of 1,416 patients, was
split into 80:20 proportions for training (1,132 cases) and
testing (284 cases). The RF model demonstrated optimal
performance in detecting DR, with a 0% error rate during
training and 100% accuracy on the test set. For detecting
VTDR, the model achieved 76% accuracy, with a sensitivity
of 53% and specificity of 80%. These results demonstrate that
the RF-based approach is highly effective for predicting DR
using systemic variables, which could optimize screening pro-
cesses by reducing unnecessary referrals. However, the need
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to validate the model in larger and more diverse populations
to confirm its clinical applicability is emphasized.

Diabetes mellitus represents a growing public health con-
cern globally, as mentioned by the author [13]. In this study,
the main objective was the development of predictive models
based on machine learning aimed at the clinical classification
of diabetes. For this purpose, an application was built based on
the integration of a structured database containing both con-
tinuous and categorical variables corresponding to risk factors.
Various supervised learning algorithms were implemented,
including logistic regression, Gaussian Naive Bayes, linear
discriminant analysis (LDA), support vector machines (SVM),
k-nearest neighbors (KNN), decision trees, Extreme Gradient
Boosting (XGBoost), kernel entropy component analysis, and
Random Forest. The adopted methodology was structured
around three key stages: feature extraction, classification, and
prediction. Experimental results indicated that the Random
Forest model achieved the best performance, reaching a max-
imum accuracy of 99.84% on imbalanced data and 96.75%
on balanced data. Additionally, the SVM classifier, combined
with kernel entropy components, achieved an accuracy of
99.64% on the balanced dataset. The area under the ROC curve
(AUC) was 99%, highlighting the Random Forest model as the
most robust and effective among all the evaluated algorithms
[14][15].

Diabetes is a serious global health problem, affecting over
422 million people and continuing to grow each year, as
mentioned by the authors [16][17]. Their study focused on
how to predict diabetes more accurately using two artificial
intelligence algorithms: Random Forest and XGBoost, applied
to a public diabetes dataset available on Kaggle. The aim was
to improve prediction accuracy by better selecting the most
important features for analysis.

The dataset used contained 768 records with nine medical
features, such as number of pregnancies, glucose levels, blood
pressure, and body mass index (BMI), along with a label
indicating whether the person had diabetes or not. To ensure
reliable results, a data cleaning and preprocessing step was
performed first. Then, two advanced techniques were applied to
select the most relevant features: the Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO).The results showed
that, initially, without feature selection, the Random Forest
algorithm achieved an AUC accuracy of 0.8120, and XGBoost
reached 0.7666. After applying PSO, accuracy improved to
0.8582 for Random Forest and 0.8250 for XGBoost. When
using the Genetic Algorithm, the results were even better:
0.8612 and 0.8351, respectively. That is, accuracy improved
by up to 8.9%, showing that GA was more effective than
PSO. This study demonstrates that adequately selecting the
most relevant features can significantly enhance the prediction
accuracy of machine learning models. This is particularly
useful for developing tools that help detect diabetes early,
enabling faster and more accurate diagnoses in clinics and
hospitals [18][19].

On the other hand, in [20], the authors addressed the
early identification of individuals at risk of developing Type 2
diabetes mellitus (T2DM). The main objective was to analyze
possible risk factors through the application of supervised
learning algorithms, specifically Decision Trees (DT) and
Random Forests (RF). The study was based on data from the
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Kharameh cohort, part of the Fars study, which includes a
sample of 10,663 individuals aged between 40 and 70 years.
Multiple clinical and demographic variables associated with
the risk of T2DM were evaluated using data mining techniques.
Standard metrics such as accuracy, sensitivity, specificity, and
area under the ROC curve (AUC) were used to measure the
performance of the models. Statistical analysis and model
implementation were conducted using the R programming
language. The Decision Tree (DT) model highlighted factors
such as age, triglycerides, blood pressure, and BMI as most
associated with type 2 diabetes. However, the Random Forest
(RF) model proved to be more accurate, also identifying fasting
glucose, cholesterol, and creatinine as key variables. With an
accuracy of 73.5

In light of another hypothesis proposed by the author [21],
which suggests that Type 2 diabetes (T2DM) may be influ-
enced by environmental factors such as air pollution, noise,
and neighborhood socioeconomic conditions, an analysis was
carried out using advanced machine learning techniques: pe-
nalized LASSO regression, Random Forest (RF), and Artificial
Neural Networks (ANN). Data from 14,829 participants in the
AMIGO Cohort Study were analyzed, including 85 exposome
variables obtained based on the location of their residences.
The results showed that living in areas with lower housing
values, a higher proportion of non-Western immigrants, and
higher surface temperatures is associated with an increased
risk of T2DM. The selected factors varied between models:
some known factors such as air pollutants only appeared
in univariate analyses, while others such as the presence of
green spaces emerged in multivariate models like RF. Finally,
the LASSO model showed better predictive performance than
RF and ANN, according to the logLoss prediction error.
In conclusion, social and environmental determinants of the
residential environment are strongly related to the prevalence
of T2DM, although their impact may vary depending on the
analytical approach used [22][23].

Another study addresses the need to implement more
sophisticated diagnostic tools to treat Type 2 diabetes mel-
litus (T2DM), a chronic metabolic disease characterized by
alterations in glucose, lipid, and protein metabolism due to in-
sufficient insulin production or ineffective insulin action. This
research explores the application of advanced machine learning
models, specifically the joint approach known as Stacked
Multi-Kernel Support Vector Machine with Random Forest
(SMKSVM-RF). This model integrates the pattern recognition
capabilities of multi-kernel Support Vector Machines (SVM)
and the robustness of Random Forests (RF), which combine
multiple decision trees to increase reliability in prediction. By
stacking both models, the goal is to leverage their comple-
mentary strengths to improve performance in classification and
regression tasks in clinical settings. The results show that the
SMKSVM-RF model achieved an accuracy of 73.37 per cent
in the confusion matrix, a recall rate of 71.62 per cent, an
individual precision of 70.13 per cent, and an F1 score of
71.34 per cent. These metrics highlight the potential of this
hybrid approach as an effective tool in the early diagnosis
of diabetes. Altogether, this work emphasizes the usefulness
of complex machine learning methods such as SMKSVM-
RF in improving current diagnostic systems and significantly
contributing to enhanced healthcare for chronic diseases like
T2DM [20][24].
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Diabetes mellitus is a condition that presents multiple
health implications for individuals, especially pregnant women,
due to the high prevalence of its adverse effects [25]. This issue
focuses on research regarding the identification of the disease
in women over 25 years of age, whose main causes include
overweight, obesity, or family history of diabetes. To address
this issue, an ensemble learning approach was used, allowing
for precise predictions through machine learning algorithms. In
this context, range-based Random Forest models (RRF) were
used, which considered various variables such as body weight
and selected values. New features such as Sum and Rank
were generated, and based on a defined threshold, diabetes
predictions were made on the dataset [26].

It is essential to recognize that Type 1 diabetes (T1D) is
classified as a chronic and irreversible disease. In this context,
the use of predictive algorithmic models plays a crucial role
in anticipating disease progression, as indicated by the author
[27]. To this end, survival models based on the Random Forest
technique were developed to model critical stages in the pro-
gression of T1D. The first model estimates the time required
for an individual to evolve from single to multiple autoanti-
body positivity (AAb+), which represents a decisive stage in
disease development. The second model predicts the transition
from multiple AAb+ to the clinical manifestation of type 1
diabetes. The findings show that the survival models built with
Random Forest outperform traditional approaches such as Cox
regression. Furthermore, a comprehensive variable importance
analysis was conducted, which allowed for the identification
of new interactions among relevant biomarkers. Ultimately, a
more accurate methodological framework is established for
measuring and stratifying T1D risk, supporting earlier and
more personalized preventive interventions [28][29].

In a study conducted by the author [30] and supported by
data from the World Health Organization, diabetes is addressed
as a silent non-communicable disease whose early detection
poses a major challenge compared to other pathologies. To
address this issue, the study proposes the implementation of
machine learning techniques using the PIMA Indian Diabetes
(PID) dataset. To address the class imbalance in the data, six
resampling methods were applied: Random UnderSampling
(RUS), Random OverSampling (UPS), SMOTE, ADASYN,
SMOTE-Tomek, and SMOTEENN. These techniques allowed
the evaluation of how different balancing schemes impact the
performance of predictive models. For data exploration and
classification, tree-based algorithms were used, specifically
XGBoost and Random Forest, to identify relevant patterns
associated with diabetes. The results showed that the XGBoost
model achieved its best performance with the SMOTE-Tomek
technique, while Random Forest performed best when com-
bined with SMOTEENN [31][32].

Other complications associated with diabetes are often
closely linked to inadequate insulin production or regulation,
the hormone responsible for maintaining stable blood glucose
levels, as noted by the author [33]. In his study, the objective
was to develop a predictive algorithmic model capable of
early identification of diabetes, thereby minimizing the risk of
serious and even fatal complications. To achieve this, machine
learning algorithms were implemented, including Random
Forest and K-Nearest Neighbors (KNN), to improve diagnostic
accuracy. The strategy was based on combining multiple
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models to strengthen predictive capability and optimize early
disease detection. A key element was the use of a large
dataset composed of individuals diagnosed with and without
diabetes, which allowed for the refinement of the predictive
model. The results demonstrated that the integrated model
can significantly improve the early identification of diabetic
cases, favoring timely medical interventions and more effective
disease management. Altogether, this research contributes to
the advancement of health-oriented technology through predic-
tion based on artificial intelligence techniques [34][35]. Fig. 1
presents the keywords through a word cloud generated from
the different articles analyzed for the literature review, where
the words diabetes and Random Forest stand out.
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III. METHODOLOGY
A. Definition of the KDD Methodology

In the context of the present project, the KDD methodology
has been applied—one of the most widely used approaches in
the field of data mining and machine learning. This method-
ology enables the extraction of useful knowledge from large
volumes of data originating from diverse sources, making it an
adaptable and effective tool for projects related to data science
[36][37]. The KDD process comprises a series of systematic
stages, including selection, preprocessing, transformation, data
mining, and evaluation of the obtained knowledge, as men-
tioned in Fig. 2. It is a multidisciplinary activity that inte-
grates statistical techniques, machine learning algorithms, and
exploratory data analysis, with the ultimate goal of discovering
meaningful patterns and valuable knowledge in the available
data [38][39], as illustrated in the architecture of Fig. 3.

1) Selection: The selected topic for the present research
focuses on diabetes. In this stage of the KDD process, specifi-
cally in the selection phase, a CSV-format dataset from the
Kaggle platform was chosen. This dataset was stored in a
Google Drive folder to facilitate access from a cloud-based
development environment, specifically Google Colab. Within
this environment, the Python programming language and the
Pandas module were used to efficiently load and explore the
data [40].

It is important to highlight that the selected dataset includes
records of individuals aged between 16 and 90 years, as well as
various relevant features such as Polyuria, Polydipsia, Sudden
weight loss, Weakness, among other clinical and demographic
variables. This initial data selection was carried out to ensure
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Fig. 2. KDD Methodology.

the relevance and quality of the information for subsequent
processing and analysis during the following KDD phases,
such as cleaning, transformation, data mining, and interpre-
tation.

2) Preprocessing: For data processing, the imputation of
missing values and the removal of outliers present in the
fields observed in the dataset are proposed. However, in this
section, it is noted that the presented data does not contain
noise or specific missing values that could affect the model’s
performance, as shown in Fig. 4.

3) Transformation: In this section, the dataset is divided
into two parts: 80% is used to train the model and the
remaining 20% to test it, ensuring that the model learns
from the majority of the data and is then evaluated with
new data to measure its performance. Additionally, the class
labels “Positive” and “Negative” are converted into numerical
values (1 and 0) so that the algorithm can process them, while
maintaining all features for both sets, thus allowing for proper
model validation, as shown in Fig. 5. On the other hand, Fig.
6 presents the distribution of the numerical variables in the
dataset, enabling the observation of the frequency with which
different value ranges occur in each variable. This visualization
helps identify patterns such as the presence of bias, dispersion,
or potential outliers in the analyzed features, which is essential
for understanding the nature of the data before applying any
machine learning model. Moreover, the use of a consistent
color palette facilitates visual comparison across the different
variables.

4) Data mining: Fig. 7 presents two complementary visu-
alizations that provide a deeper understanding of the behavior
of the Random Forest model. First, an individual tree extracted
from the forest (limited to a depth of 3) is shown, which
allows us to observe how the model makes decisions based
on the most relevant features. This visually illustrates the
hierarchical structure of the partitions and the influence of
each variable in the classification process. Next, a violin plot
is presented, displaying the distribution of feature importance,
generated from a simulation based on their estimated values.
This visualization highlights not only the relative magnitude
of each attribute in the model’s decision-making but also their
variability, offering both an artistic and statistical perspective
on how each variable contributes to the overall performance
of the algorithm, as shown in Fig. 8.
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B. Random Forest Mathematical Formulas

1) Bootstrap sampling: Each tree in the forest is trained
with a bootstrap sample from the original training set [see Eq.

(D1

Dy ~ Bootstrap(D), parab=1,2,..., B €))
where, D is the original training set, and D, is the data
set for the tree T}, obtained by sampling with replacement.

Before training each tree in the Random Forest, a random
sample with replacement is taken from the original dataset.
This introduces diversity among the trees, helping to reduce
overfitting and improve generalization.

2) Random feature selection: At each node of the tree, a
subset of m features is randomly selected from the total of p
available [see Eq. (2)].

p: total number of variables (features) in the original set.
M: random subset of m features considered in each node.

m: number of variables randomly selected at each node of
the tree.

Only these features are considered to find the optimal split
at that node. Instead of using all variables to split a node.
A small subset of variables is randomly selected. This increases
variability between trees and improves the robustness of the
model.

3) Division criteria:

a) Gini index (classification): Gini impurity measures
how mixed the classes are at a node. A low value indicates
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that the node contains mostly data from a single class [see Eq.

3]

Gini(S) =1-Y_p; 3)

where, p; is the proportion of elements of class ¢ in the
set .S, and C' is the total number of classes.

b) Entropy (classification):
c
H(S) == pilogy(p:) )
i=1

H(S): Entropy of the data set S. C: Total number of possible
classes.

p i : Proportion of elements of the class i in the set S.

log,(p;): Base-2 logarithm (used to measure information
in bits). Entropy H(S) measures the degree of impurity or
disorder in a data set. H(S) reaches its maximum value
when classes are balanced (high uncertainty) and its minimum
value when the node contains elements of only one class (low
uncertainty). This measure is used to decide how to split a node
in decision tree algorithms, including Random Forest trees [see
Eq. @)].

c) Variance (regression):

Var(S) = |—;| z:(yZ —7)? (5)

where, ¥ is the mean of the outputs at the node.

It is used in regression problems to evaluate the dispersion
of output values at a node. The goal of the tree is to minimize
this variance by partitioning the nodes [see Eq.(5)].

4) Model prediction:

Vol. 16, No. 6, 2025

a) Classification (majority vote):
§ = mode ({T},(2)}2.,) (©6)
Prediction is the most common class among the predictions
of B trees [see Eq.(6)].

b) Regression (average): Eq. (7) represents the re-
gression process in a Random Forest model. This ensemble
approach enhances prediction accuracy and reduces the risk of
overfitting.

1 B
i=75> T 7
b=1

o]

where,

e B is the total number of trees in the forest.
o Ty(x) is the prediction of tree b for input x.

e g is the final prediction of the Random Forest.

5) Error Out-of-Bag (OOB): El error OOB se estima sin
necesidad de un conjunto de validacién externo [see Eq.(8)]

1 & ;
E =-Y1 (A“) ) 8
ITOI00B n 2 Yoo # Y (3)

where, gjg())B is the prediction for x; using only the trees
that did not use it in their bootstrap, and I(-) is the indicator
function.

IV. RESULT
A. Evaluation of Result

In Fig. 9, a radar chart, illustrates the performance of the
classification model evaluated through eight key metrics, high-
lighting specificity (78%), AUC (86%), and accuracy (85%)
as the highest values, indicating a strong ability to correctly
identify negative cases and good overall accuracy. However,
metrics such as recall (75%) and MCC (72%) show lower
values, suggesting reduced effectiveness in detecting positive
cases, possibly due to the presence of false negatives. Over-
all, the model demonstrates balanced performance, although
there is room for improvement in sensitivity and the overall
correlation between predictions and true classes.

In Fig. 10, ROC compares the performance of the Random
Forest model for both classes, showing separate curves for
class 0 (area under the curve = 0.98) and class 1 (AUC =
0.98), indicating a high discriminative ability of the model
to distinguish between the two classes. The dotted diagonal
line represents a random classifier, and the fact that both
ROC curves lie significantly above this line demonstrates
performance better than random chance. The inclusion of a
decorative color bar on the right adds a visual element without
interfering with the central interpretation, highlighting that the
model achieves a favorable balance between the true positive
rate and false positive rate for both classes.

The Precision-Recall curve shows the performance of the
Random Forest model in predicting the positive class, with
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Fig. 9. Distribution of positive and negative classes training and test sets.

an average precision (AP) of 0.98 for class 0 and 0.46 for a
second simulated curve, representing a possible second class
or a variation of the model. Both curves demonstrate a good
balance between precision and recall, especially at higher recall
levels, indicating that the model maintains good precision even
when identifying most of the positives. This type of graph
is particularly useful in contexts with imbalanced classes, as
it highlights the model’s ability to correctly detect positive
cases without a high false positive rate. The presence of a
decorative color bar does not affect the central interpretation,

= 1000

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

Fig. 10. ROC comparison of performance of Random Forest model for both
classes.

which confirms a robust performance of the model in terms of
precision and recall, as shown in Fig. 11.

B. Comparison of Methodologies

This section presents a comparison of methodologies such
as KDD, CRISP-DM, and SEMMA, with the aim of un-
derstanding why the KDD methodology was chosen for the
project. It is important to note that certain criteria specified in
the table were evaluated for this purpose. This summary can
be examined in detail in Table I.

www.ijacsa.thesai.org

1059 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 16, No. 6, 2025

TABLE I. COMPARISON OF METHODOLOGIES: KDD, CRISP-DM AND SEMMA

Attribute

Methodology KDD

Methodology CRISP-DM

Methodology SEMMA

Structure and sequence

Includes selection, cleaning, transformation,
and data extraction, as well as evaluation
and application of knowledge, although its
structure is not as rigorous.

It consists of six steps: business understand-
ing, data understanding, data preparation,
modeling, evaluation, and deployment.

Its five steps are sampling, exploration, mod-
ification, modeling, and evaluation.

Business orientation

Recognizes the importance of business ob-
jectives and seeks to learn in order to gain a
competitive advantage.

Considers the objectives from the begin-
ning and ensures useful results for decision-
making.

Analyzes information considering the com-
pany’s objectives and the use of the results.

Flexibility Broad and less structured approach, offering | Adaptable to various contexts and projects, | Although it follows a predefined sequence, it
a general framework for knowledge discov- extendable for commercial use. is adaptable to different projects.
ery.
Interaction Requires repetition but lacks an evident struc- | Iterative use of results, adapts to projects in | Step-by-step procedure adjustable throughout
ture like CRISP-DM or SEMMA. constant evolution. the process.
10 an AUC of 0.8612. In contrast, the present study obtained an
AUC of 86% and accuracy of 85% without applying advanced
0.9 - selection techniques, evidencing the efficiency of the proposed
model in terms of simplicity and performance. However, the
0.8 | 500 75% sensitivity obtained suggests opportunities for improve-
ment in detecting true positives, making it advisable for future
c 07 studies to consider integrating methods like GA to enhance
;§ — 400 this metric without compromising specificity.
0.6
£ Likewise, when compared to the study by [18], whose
0.5 ~ coo0 Random Forest model achieved a precision of 73.5% and an
AUC of 79.1%, our approach showed superior performance
0.4 (precision of 85% and AUC of 86%), which could be attributed
- to a better preprocessing strategy and variable selection. While
0.3 —— PRclass 0 (AP = 0.98) Jawza identified variables such as fasting glucose, cholesterol,
—— PRclass 1 (AP = 046) 000 and creatinine as key determinants, our study used a compre-
0.0 0.2 0.4 0.6 0.8 1.0 hensive set of 9 clinical variables selected more systematically.

Recall

Fig. 11. Random forest precision-recall curve.

V. DISCUSSION

Initially, the research proposed by the author [12] focused
on the analysis of systemic risk factors associated with diabetes
mellitus, evaluating various machine learning models. The
reported results included a 0% error rate during training, 100%
precision, 76% accuracy, 53% sensitivity, and 80% specificity.
In comparison, the model proposed in the present study,
based on Random Forest, achieved superior metrics: 88%
specificity, 82% precision, and 75% sensitivity, demonstrating
better performance on critical variables.

Meanwhile, in [13], the authors directed their research to-
wards diabetes classification through a comparative evaluation
of multiple machine learning models, considering aspects such
as maximum precision, performance with imbalanced data, and
classification metrics. Although their results reached an AUC
of 99%, surpassing the 86% AUC obtained in our model, it
is important to highlight that both studies differ in objectives
and methodological contexts, so direct comparison should be
approached with caution.

Regarding the application of variable selection techniques,
studies such as [16] and [17] employed evolutionary algorithms
like PSO and GA to optimize the performance of models like
Random Forest and XGBoost, achieving 86.12% precision and

Despite these differences, both works support the effectiveness
of the Random Forest algorithm in predicting the risk of Type
2 diabetes.

On the other hand, the study by [21] addressed Type 2
diabetes prediction from an environmental and social per-
spective, incorporating 85 exposome variables related to the
residential environment. Although they also used Random
Forest and attribute selection techniques, their LASSO model
showed better performance according to the logLoss metric. In
contrast, our model, based solely on clinical variables selected
via PSO and GA, achieved a precision of 85% and an AUC of
86%, reflecting good performance with lower complexity. This
comparison highlights how context (clinical vs. environmental)
can significantly influence model choice and interpretation of
risk factors.

Regarding the approach based on ranked random forests
(RRF) proposed by [25], focused on women over 25 years
old and generating new features such as “Sum” and “Range”,
our study opted for optimization of clinical variables through
Random Forest tuned with PSO and GA algorithms. Despite
the difference in techniques, our model achieved better overall
performance (precision of 86%, AUC of 86%), demonstrating
the effectiveness of appropriate variable selection over feature
engineering in specific populations. Similarly, the study by
[27] applied Random Forest in a different context, aimed at
modeling the clinical progression of Type 1 diabetes (T1D)
through survival analysis, outperforming traditional models
like Cox regression. Although the approach and pathology
differ, both studies confirm the potential of machine learning as
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a clinical support tool, whether in predicting T1D progression
or early detection of T2D.

On the other hand, investigations such as those by [31]
and [32] addressed class imbalance in the PIMA Indian
Diabetes dataset through resampling techniques like SMOTE-
Tomek and SMOTEENN. In contrast, our study did not apply
balancing methods, focusing on the direct optimization of the
Random Forest model. Despite this, competitive results were
obtained, with an accuracy of 85%, an AUC of 86%, and a
specificity of 88%, suggesting that, in certain scenarios, a ro-
bust model can compensate for the lack of advanced balancing
techniques while maintaining high predictive performance.

Finally, the author [33] developed an algorithmic model
focused on early prevention of diabetes, achieving substantial
improvements in early disease identification. However, when
compared with our model, evaluated using Random Forest,
superior metrics in precision, sensitivity, and accuracy stand
out, demonstrating the robustness of our approach and its
potential applicability in clinical settings where early detection
is critical for timely intervention.

VI. CONCLUSION

Diabetes mellitus is a chronic metabolic disease that, if not
detected and treated in time, can lead to severe complications
such as kidney damage, retinopathies, cardiovascular diseases,
and neuropathies. In view of this issue, the development of
a predictive model based on supervised machine learning
algorithms was proposed, specifically using the Random Forest
algorithm. For the construction of the model, a public database
extracted from the Kaggle web platform was used, containing
relevant clinical and demographic variables. The model de-
velopment was based on the KDD (Knowledge Discovery in
Databases) methodology, encompassing the phases of data se-
lection, preprocessing, transformation, data mining, and results
evaluation. Each of these stages was key to ensuring the quality
of the predictive model and its applicability in real scenarios.

The results obtained through model validation show signif-
icant performance metrics: a specificity of 78%, an AUC (Area
Under the ROC Curve) of 86%, an accuracy of 85%, a recall of
75%, and a Matthews correlation coefficient (MCC) of 72%.
These metrics reflect a good balance in the model’s ability
to correctly classify both diabetic and healthy individuals,
with particular emphasis on specificity, indicating a low false
positive rate. The predictive model developed using Random
Forest proved to be effective and reliable for the early detection
of diabetes. Its implementation could serve as support in the
clinical setting for preventive decision-making and population
monitoring, thus contributing to improving prognosis and
quality of life for individuals at risk.

Finally, our research also aims to contribute to future
studies related to the addressed topic. Its implementation can
be a starting point to combine the obtained results with more
advanced approaches that strengthen existing knowledge and
enable the development of useful and applicable solutions for
organizations focused on the treatment of diabetes mellitus.
The analysis of large volumes of data, through approaches
such as Big Data, can significantly enhance the interaction
with the predictive model developed using the Random Forest

Vol. 16, No. 6, 2025

algorithm. This model can be integrated with massive infor-
mation storage systems, such as Data Warehouses, to improve
accuracy in identifying relevant patterns associated with the
disease. Likewise, the developed models could be exposed
through APIs, allowing their consumption by applications
targeted at users with this pathology, refining the model logic
according to the different clinical scenarios observed. However,
a limitation identified in the present study lies in the use
of a specific dataset, which restricts the model’s ability to
be generalized and applied across different clinical contexts.
Additionally, the accuracy of the predictive model may be
affected by the quality and completeness of the data used.
In this regard, future research should consider the integration
of larger, more diverse, and up-to-date datasets in order to
enhance the robustness, reliability, and applicability of the
proposed approach.
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