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Abstract—Focusing events are sudden, impactful occurrences
that spark widespread discussions. Analyzing fake news during
such events is challenging due to limited and short-lived datasets.
Online fact checkers are slow in identifying fake news, and
internet communities and forums become the primary source
of news, allowing unchecked dissemination. This study proposes
a machine learning approach to predict fake news during the
revocation of Article 370 in Kashmir as a focusing event. Small
dataset from 20th August till 2nd September is collected and
user profile parameters are utilized for effective classification.
Five classifiers were employed, with Random-Forest and Logistic-
Regression achieving the highest F1 scores of 74 per cent. Results
identifies prevalent words in true and false news tweets, aiding
in fake news detection. This approach mitigates misinformation
during events with limited data, contributing to a reliable online
environment. The research is valuable for major geopolitical
shifts, natural disasters, and social movements.
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I. INTRODUCTION

Focusing events are short lived events that capture public
attention and direct it towards a specific aspect of a problem
[1]. They can sway politics by mobilizing public support for
one side of a debate, potentially influencing political outcomes
[6]. Internet communities and forums have become a powerful
and cost-effective platform for sharing news, leading to the dis-
semination of both real and fake information [32], [11]. Fake
news detection involves predicting misleading articles intended
to deceive readers [40], [62]. During Hurricane Sandy, a study
found that 86 per cent of tweets sharing fake images were re-
tweets, illustrating the alarming speed at which misinformation
spreads [44].

Fake news aims to mislead readers by presenting false
information, posing a high risk as it is driven by motives
such as social popularity, political agendas, or manipulation
of public opinion [43] [39] [50]. Detecting fake news on
social media is an emerging research field of great importance
to mitigate its adverse impact on the public and the news
ecosystem [42].

However, existing research on fake news detection [59],
[60], [26] has primarily focused on general-purpose datasets
or misinformation in stable, long-term contexts (e.g., elections
or health crises). Very limited studies explore detection during

focusing events — short, high-impact political developments
where data is sparse and rapidly evolving. This creates a signif-
icant gap in developing real-time fake news detection methods
tailored for such scenarios [19]. This leaves an important gap
in the development of real-time fake news detection techniques
that are specific to these situations. Our research study tries to
address this gap by applying conventional machine learning
methods to short-term time series data on Twitter, focusing on
the revocation of Article 370 in Kashmir.

In the field of natural language processing (NLP) and
computational linguistics, Machine learning(ML) and Deep
learning(DL) techniques are being used as powerful analysis
tools for identification, classification and detection of language
related issues [51] [41]. Our research focuses on Article 370
revocation by India in the state of Jammu and Kashmir as a
significant event [29]. In August 2019, the Indian government
abolished Article 370, bringing the region under direct central
government control [8]. The event generated extensive discus-
sion on Twitter, with a bombardment of visual and textual data
[18]. For scenarios like focusing events, where limited data
size is available. Traditional ML techniques are effective in
classification problems, as DL models require a large amount
of training data to produce quality results [40], [59]. Recently,
these techniques have been explored as the starting point
towards the automation of task selection mechanism of Crowd-
Sourced software development (CSSD) platforms [45].

The research question in focus in this study is: What are
the performance levels of traditional machine learning models
in identifying fake news in high-impact short-duration political
events when applied to event-specific social media data?

This study utilizes User profiles on the Twitter social
network, for measuring fake news identification using explicit
and implicit features [41] [53]. For news tweet dataset, data
of twitter users responses and news sources on the revocation
of Article 370 in Kashmir was collected. Motivation behind
the data collection is identification of fake and real news
spread across the platform in the backdrop of the event. Data
collection period ranged from 20th August to 02 September,
2019 [52]. The credibility of collected tweet news was checked
using Google News search engine, through valid sources and
parameters, such as the presence of a “Verified” symbol on
twitter account sharing the news [47], friends and following
counts of the twitter account [16], re-tweet counts, tweet
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Algorithm 1 Fake News Tweet Detection using Logistic
Regression

1: for Eachtweet = 1, 2, . . . do
2: for tCount←

∑
(numberofwords) do

3: Tokenize tweet by word
4: end for
5: Apply pre-processing techniques
6: Tweet⇐ words− (stopword U punctuationword)
7: Tweet = Tweet.wordNet Lemmatizer(words)
8: for EachTweet do
9: Tweet classify.logisticRegression(TweetHyperParams)

10: if Tweet = True then
11: TweetLabel⇐ real
12: else if Tweet = False then
13: TweetLabel⇐ fake
14: end if
15: end for
16: end for

creation date, and user reviews about the given tweet [10] [36]
[13].

This study introduces a system that automatically detects
and evaluates fake news on Twitter, specifically focusing on
the revocation of Article 370 in Kashmir. The system captures
tweets from various sources and utilizes profile parameters to
classify them as fake or real. It trains a model by extracting
relevant features and employs selected classifiers. F1 score is
used to evaluate model performance.

Our research primarily contributed in:

• Affirming the credibility of traditional ML techniques
to analyse “focusing events”. The framework identifies
fake tweets from different sources and enhance the
ability to discern the credibility of news.

• Classification of the most prevalent words in true and
false news tweets, highlighting the linguistic patterns
that can aid in detecting fake news.

Our study integrates various ML techniques to effectively
detect and evaluate fake news on Twitter. We compared five
different ML algorithms based on their F1 scores and accuracy.
The study presents research outcomes, system limitations, and
utilizes word clouds and statistics to classify prevalent words
in news tweets, highlighting linguistic patterns for fake news
detection, the process is shown in Algorithm 1 on the task of
fake news detection.

The rest of the study is organized as follows. The back-
ground information about the Kashmir conflict, fake news,
and machine learning methods are provided in Section II.
The proposed methodology such as data collection, feature
extraction and classification algorithms are explained Section
III. The results are discussed in Section IV and compared
in terms of classifier performance. The study ends with the
limitations and future directions in Section V.

II. BACKGROUND

The related work can be divided into three sub-sections;
Conflict of Jammu and Kashmir and revocation of Article 370

of Indian constitution as its focusing event, Fake news and
its widespread impact in the backdrop of such events and
lastly ML techniques as effective approaches for mitigating
the spread and impact of fake news.

A. Conflict of Jammu and Kashmir

Territory of Jammu and Kashmir has been a source of
contention between Pakistan and India for over 70 years,
leading to four wars in 1948, 1965, 1971, and 1999[56].
Additionally, various groups within Kashmir have their own
agenda, which span from seeking affirmative discrimination
to advocating for a separate political status or even outright
secession [38]. This intricate mix of factors contributes to the
intricate nature of the Kashmir conflict.

In August 2019, the Indian government made a significant
move by revoking Article 370 of the Indian Constitution. This
decision eliminated region’s separate constitution and flag,
bringing it under the direct control of the central government
of India. The decision received both support and opposition,
sparking debates about its impact on the region’s identity,
security, and relations with the rest of India [8]. The event
triggered a widespread response across the world and on social
media, particularly on Twitter, with an influx of visual and
textual data [18].

B. Fake News and its Impact

Cognitive theories [15], [20] suggest that due to our in-
herent gullibility, people are prone to believing information
that aligns with their pre-existing views (confirmation bias).
Consequently, individuals may readily share such information
without proper verification, further distorting facts that do not
align with their beliefs. In the past, foreign actors primarily
used fake news for political manipulation. However, it is
now increasingly being leveraged across various domains [2]
[25] to influence public opinion. During COVID-19 pandemic,
misleading and fake information spread all across social media
which resulted in false claims and a surge in pseudo scientific
health treatments related to the virus and potential remedies
[7]. The landscape of fake news has undergone a signifi-
cant transformation in recent years[55], [35]. Traditionally,
the dissemination of misinformation was primarily through
conventional media channels. However, the rise of online
news platforms and social media has drastically altered the
ecosystem of fake news [4] [33] [27]. Hence, the detection of
fake news has garnered significant attention in recent years.

C. Machine Learning Techniques

Previously, ML models are being used for prediction prob-
lems [30] [37] to eventually help organizations with decision
making and identifying future trends. [10] proposed a sys-
tem utilizing 45 features to predict news accuracy, capturing
tweet author specifications, tweet stream properties, contextual
aspects, and trends. In [22], the authors proposed a modest
approach to fake news detection using the naive Bayes clas-
sifier, incorporating user accounts, reverse image searching,
and cross-verification of sources. In [12], the authors discussed
DL algorithms such as RNN and LSTMs. In Twitter account
and bot detection, [14] introduced a system using Support
Vector Machine Neural Network (SVM-NN) and other ML
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Fig. 1. Machine learning based process of fake news classification.

algorithms. In [17], [46], and [21], the authors explored similar
techniques for detecting fake accounts. In [41], the authors
measured trust levels of users to identify fake news, employing
explicit profile features. In [49], the authors proposes an
improved decision tree by changing threshold for their bi-
criteria optimization. These improved decision trees are useful
for fake news detection.Recently, [45] [54] proposes multi-
modal fake news detection using ensemble learning. Modal
exploits publicly available dataset and uses NLP techniques for
textual information pre-proccessing and gauging the sentiment
from each news.

III. PROPOSED SYSTEM

An initial set of 6570 general tweets on the revocation of
article 370 was collected. During the pre-processing step, tweet
redundancy was removed and relevant tweet news content was
kept. Graphical data was excluded from dataset due to the
challenges in determining the authenticity of images and the
complexity involved in assessing hidden objects within them
[51], [24]. As a result, 402 news tweets are obtained for model
training. Tweet news dataset was filtered to include English
news content and remove any unwanted columns and empty
rows. Before training, some hyper parameters are fixed for
classification and filtered dataset was distributed into train and
test data. Table I provides initial distribution of our real and
fake news tweets dataset. Fig. 1 shows a high-level overview
of the machine learning-based process used to classify fake
news.

A. Data Pre-Processing

Fig. 1 illustrates the classification process of the pro-
posed system. After tweet news dataset collection, data pre-
processing techniques are applied to remove URLs, extra
spaces, hashtags, and other intricacies. The tweets are further
refined using stop word and punctuation removal, sentence
segmentation, lower casing, and tokenization. These techniques
removed all data redundancies and transformed tweets into a
unified form for ML algorithms [23]. Additionally, N-gram
features were extracted and using TF (Term Frequency) and
TF-IDF (Term Frequency-Inverted Document Frequency) a
feature matrix is formed. At the end, results of five different
ML algorithms - Stochastic Gradient Descent (SGD), Logistic
Regression (LR), Random Forest (RF) classifiers, Linear SVM
and Naive-Bayes (NB) were compared based on F1 score and
accuracy using the Python Natural Language Toolkit (NLTK).

Main steps of data pre-processing techniques being used
are:

1) Splitting: This step involves breaking a text document
into individual words or tokens [9].

2) Stop words removing: Stop words are used words with
no significant meaning in given context. Removing stop words
reduces noise and improve the efficiency of text analysis [17].

3) Stemming: Stemming reduce the words to the word
base form called “Stem”. For classification method speed and
accuracy, we used the commonly used Porter stemmer [28].

4) N-gram model: N-gram model represents a sequence
of two words or 2-grams. N-grams store spatial information
and serve as an ordered document representation [10]. In
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proposed methodology, Bag of words and N-grams are used to
represent the documents and do the classification [48]. An N-
gram classifier is built and used to differentiate between fake
and real news tweets.

5) Features extraction method: However, high dimension-
ality is a challenge for text categorization since documents
which often contain large number of words and phrases. To
address this issue, two primary feature selection methods
are investigated: Term Frequency (TF) and Term Frequency-
Inverted Document Frequency (TF-IDF) [31]. They can miti-
gate the impact of redundant and irrelevant features on classi-
fier accuracy and performance [34].

B. Prediction Algorithm

Prediction model for fake tweet news identification is
built by implementation of five ML classifiers from scratch.
These algorithms include LR model, NB classifier model,
SVM model, RF model, and Stochastic Gradient Descent.
Classification and prediction of fake news was checked across
each classifier. To achieve consistency and reproducibility of
experiments, we applied standardized hyperparameter config-
urations to all machine learning models, which are the default
parameters in scikit-learn.

C. Tweet Analysis

To understand the distribution of real and fake news feature
over the dataset, the study on each feature has been made using
tools and packages such as seaborn, wordcloud and NLTK.
Fig. 2 shows the total distribution of extracted tweets from
20th August to 30th August, 2019. A higher frequency trend
of tweets is visible between 23rd August and 30th August as
well as the frequency of true and false news tweets during
this time period are visualized in Fig. 3. Table I illustrates the
distribution of followers and re-tweet counts of the twitter user
and created tweet respectively in true and false news.

TABLE I. FAKE AND REAL TWEETS DISTRIBUTION

Label Count

True 175
False 125

It is evident from the chart that false news tends to have
more followers compared to true news, indicating a higher
level of dissemination for false information. Overall, these
analysis help to characterize (and patterns) real and fake news
in the included tweet news dataset. The analysis also represent
a baseline for sentiment prediction of twitter users when a
focusing event occurs [3].

D. Most Repeated Words in Extracted Tweets

Using word clouds, display the most frequent words related
to the Kashmir conflict. Additionally, separate word clouds are
created for true and false news categories in training data, as
depicted in Fig. 4, respectively.

E. Tweet with more Re-tweets and Favourite Counts

Within the corpus, tweet with most number of favourite
counts and re-tweets was selected and visualised using numpy
max function as shown in Table II.

Fig. 2. Total number of tweets from 20th to 30th August.

TABLE II. TWEET HAVING MORE FAVOURITE COUNTS AND RE-TWEETS

The tweet with more likes is:

“Foreign Journals need permit to work in Kashmir. So all the hostile

anti-india coverage in Western liberal media has been feed to them by

their minions in India”.

Number of likes: 168

The tweet with more re-tweets is:

“Pakistani Envoy to U.S says world should take notice to avoid new

conflict with India over Kashmir”.

Number of re-tweets: 488

F. Most Engagement of Twitter Users in a Given Time

Level of user engagement is identified using python 2D
plotting library Matplotlib to plot a time series of tweet
between given date and number of likes and re-tweets within
news dataset. As per Fig. 5 , the most favourite tweet counted
is between 23rd and 30th August.

G. Sources

To identify the geolocation of the tweeter users creating
the tweet, different sources of extracted tweets are plotted in
Fig. 6. Pakistan with the ratio of 24.52 is the The highest
generator of relevant tweets with India being second highest
generator of relevant tweets i.e, 23.56. Fig. 7 provides break
down of true and false tweets generated from these location.

H. Results

We conducted experimentation and analysis on a dataset
of 6,570 tweets relating to the revocation of Article 370 of
Indian constitution by India in disputed territory of Jammu and
Kashmir. After data cleaning, removing redundancy and non
English tweets, five classifier models were trained on a refined
dataset of 402 tweets. The overall efficiency of our classifiers
is presented in Table III. We compared the F1 scores achieved
by our classifiers and obtained the highest score of 74 per cent
by RF classifier and LR classifier. In terms of accuracy, the RF
classifier and LR classifier also achieved the highest accuracy
of 82 per cent.
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Fig. 3. Analyzing temporal variations in twitter time creation: News credibility and spread of True versus Fake tweets (Aug 20 to Aug 30).

Fig. 4. Comparison of frequent words in fake and real tweets.

Fig. 5. Most engagement of Twitter user within the selected time span.

IV. DISCUSSION

The F1 scores achieved by our best models is 74 per cent
which can be attributed primarily to the limited size of our
training dataset. Since the tweets on Kashmir Conflict span
over few weeks, obtaining a large dataset was not possible,

Fig. 6. Tweets percentage based on active Twitter user location.

and it was not sufficient to train a DL model. However, our
traditional ML models have demonstrated promising results.

Furthermore, our dataset specifically focused on textual
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Fig. 7. Comparison of true and fake no. of tweet based on country.

TABLE III. COMPARISON OF DIFFERENT MACHINE LEARNING MODEL
BASED ON PERFORMANCE METRICS ON FAKE NEWS DETECTION TASK

Model F1-Score Precision Recall Accuracy

Random forest 0.74 0.68 0.82 0.82
Naı̈ve Bayes 0.71 0.67 0.76 0.62

SVM 0.73 0.67 0.79 0.79
Logistic regression 0.74 0.68 0.82 0.82

stochastic gradient decent 0.64 0.64 0.63 0.69

data. It is worth noting that existing online fact-checkers,
primarily concentrate on fact-checking statements pertaining
to American politics [5]. Hence, verifying credibility of real-
time news content presented a challenge. Consequently, the
task of maintaining an available dataset for our research proved
to be challenging, resulting in a decrease in performance
when using the “Kashmir Dataset” with a relatively smaller
number of instances. Despite these limitations, our research
demonstrates the potential of ML techniques in detecting
fake news, especially given the constraints of the dataset. We
believe that with larger and diverse datasets, our models could
achieve higher accuracy and F1 scores.

When data is small, traditional ML has several advantages
over deep learning approaches, which typically require large
annotated datasets and extensive computational resources.
First, it performs well with an F1-score of 74% and accuracy of
82% on a small, event-specific Twitter dataset that represents
focusing events. Secondly, our system achieves interpretability
and robustness, which cannot be obtained by many end-to-
end neural models given that we combine textual features
with user profile attributes (e.g., follower ratio, re-tweet count,
and verification status). These advantages are reflected in
recent comparative studies [61], that compared classical ML
algorithms (RF, LR, etc.) to transformer-based models on
several real-world datasets and concluded that the traditional
ones are still competitive. Likewise, the survey [58] of ML
and DL architectures found that Logistic Regression exceeded
transformer models in limited environments. Our results con-
firm these findings because it has been proved that traditional
ML is frequently more feasible, more resource-friendly, and
interpretable in low-resource, high-impact settings.

V. CONCLUSION

We have developed a system that uses traditional ML
techniques to automatically detect and assess the credibility of
fake news on Twitter using a comparatively smaller dataset.
Our system achieved the highest accuracy of 82 per cent,
with RF and LR classifiers. Our study is a contribution to
the combating of fake news because we offer a strong system
of identification and evaluation of news credibility that gives
impressive outcomes using a small dataset. Our experimental
results affirm the credibility of traditional ML techniques to
analyse “focusing events”. Moreover, classification of the most
prevalent words in true and false news tweets is useful in
highlighting the linguistic patterns that can aid in detecting
fake news.

These results indicate the success of our method in real-
time, event-specific detection of misinformation, particularly,
in the situation when data is scarce. The accuracy and inter-
pretability were achieved by the combination of user profile
features and linguistic patterns. Our evaluation does not only
provide powerful predictive performance but also adds practi-
cal knowledge of how to design lightweight detection systems
that can be applicable to political crises and other rapidly
changing environments. The framework can be incorporated
into early warning systems by journalists, fact-checking orga-
nizations, or policy response teams to track misinformation
in real-time during political or crisis events. Theoretically,
it helps to fill the gap in the under-researched field of fake
news detection in focusing events, proving that even in the
conditions of limited data, the standard ML models can be
effective.

Although the results are promising, this research has limi-
tations. The dataset was small and narrow, only concerned with
English tweets during a certain time frame. Such limitations
can influence the applicability of the model to more extensive
or multilingual fake news detection procedures. Future work
will focus on expanding the dataset, incorporating additional
feature selection methods, and diversifying language coverage.
Additionally, employing different DL techniques, such as fine-
tuning a pretrained model can potentially improve the results.
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