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Abstract—Electricity consumption monitoring is the auto-
mated process of recording, processing, and analyzing electricity
usage in real time to make informed decisions. This research
aims to implement an artificial intelligence- and deep learning-
based methodology to forecast monthly electricity consumption
in Tacna, Peru, and generate decision-making indicators. To this
end, we used electricity consumption records from Electrosur
S.A., the company responsible for electricity distribution and
marketing in the departments of Tacna and Moquegua, from
February 2015 to December 2022 (a total of 95 months). We
compared three artificial intelligence models in this context: (i)
eXtreme Gradient Boosting (XGBoost), (ii) Light Gradient Boost-
ing (LGBM), and (iii) Prophet. While all models effectively fore-
casted electricity consumption, the Prophet model demonstrated
superior performance, achieving a mean absolute percentage
error (MAPE) of 0.7% compared to actual consumption values.
Additionally, the study discusses the potential of recurrent neural
networks to further enhance predictive accuracy.

Keywords—Electricity consumption; forecasting; recurrent neu-
ral networks; deep learning

I. INTRODUCTION

According to a report by the United Nations Department
of Economic and Social Affairs, cities account for up to 80%
of global energy consumption and 75% of carbon emissions,
despite covering only 3% of the Earth’s surface. This problem
is prevalent in various countries, including in Peru, which
emitted over 91.4 million tons of greenhouse gases (GHGs)
in 2018. Peru also has one of the highest per capita GHG
emissions in South America, at 2.8 tons. The indiscriminate
use of electricity has resulted in our cities having one of
the highest carbon footprints in Latin America. Additionally,
international organisations such as the UN and the OAS are
prioritising issues related to carbon emissions and climate
change mitigation.

An increasing number of companies and government agen-
cies are using artificial intelligence to improve the decision-
making process [1]. In this sense, extracting information from
data representing complex dynamics has been used to predict
future events and make informed decisions in several areas, as
discussed in [2], [3], [4], [5].

Electricity distribution and marketing companies, in par-
ticular, have processes that require continuous monitoring
because the results of these processes directly impact the
environment [6]. Therefore, it is essential to forecast energy
consumption in the short, medium, and long term for environ-
mental impact studies and capacity expansion. Power or energy
consumption monitoring involves the automated recording,
processing, and analysis of power network data in real time.

The purpose of monitoring is to enable informed decision-
making. Several algorithms have been implemented to predict
electricity consumption [7], [8], [9], [10].

Energy consumption analysis has been applied to various
fields, including the analysis of traffic conditions [11], the
energy consumption of IoT devices [12], [13], the estimation
of electric vehicle consumption [14], [15], and the use of aerial
imagery to predict energy consumption [16].

This paper focuses on forecasting time series data. Apart
from the classification proposed in [17], machine learning
and deep learning techniques have become very relevant in
recent years for various prediction tasks [18], [19]. Many
works have been proposed for time series prediction tasks,
particularly for energy consumption estimation For example,
the authors in [20] used deep neural networks, specifically
long short-term memory (LSTM) neural networks. In their
paper, the authors compare two ways of representing data:
classical LSTMs with time series data and sequences using the
sequence-to-sequence (S2S) method. Similarly, LSTM models
have improved thanks to algorithms based on the bidirec-
tional long-short-term memory (Bi-LSTM) model [21]. In this
context, this paper compares three well-known techniques for
predicting energy consumption and generating indicators to
facilitate better energy management and decision-making in
Tacna, Peru.

After the introduction, Section II summarizes the existing
literature on the topic. Section III presents the definitions and
conceptual framework. Section IV describes the methodology
used in this study, and Section V details the dataset and results.
The work concludes with the conclusions and suggestions for
future work.

II. RELATED WORKS

Various authors have used machine learning and deep
learning techniques in their literature to predict electricity
usage in residential, commercial, and public buildings. For
instance, [8] use algorithms such as Support Vector Machine
(SVM) and decision trees to predict household-level electricity
consumption in the US. Similarly, [10] use support vector
regression to estimate electricity consumption in a Turkish
city. In [22], the authors use the Random Forests algorithm to
predict short-term energy consumption based on five datasets
collected over a year from various buildings. Similar studies
have been conducted on houses in various countries, including
China [23], Malaysia [24], Brazil and Spain [25], France [26],
Albania [27] and several countries simultaneously [28], [29].

Additionally, some authors have used a variety of tech-
niques to estimate electrical energy consumption. For example,
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in [7], the authors proposed a new fuzzy wavelet neural
network model to analyse hourly electricity consumption. The
model was validated using a database of electricity consump-
tion from the Greek island of Crete. Similarly, [8] propose
a method based on neural network back propagation and the
improved particle swarm optimization (IPSO) algorithm for
predicting electricity consumption and measuring the impact
of changes and imbalances in energy consumption caused by
the pandemic.

Other papers focus on more advanced techniques, such
as deep learning. For instance, [30] the authors use Long
Short-Term Memory In this text, the authors discuss the use
of LSTM neural networks to predict household electricity
consumption and their potential to reduce carbon emissions.
The authors also discuss the potential of these networks to
reduce carbon emissions. Additionally, they reference a study
by [31] that proposes a model for predicting electric vehicle
energy consumption using transfer learning. The proposed
method utilizes data from the target domain as well as data or a
model from a similar domain. The authors used data on electric
vehicle trips, including the battery charge state, departure and
arrival times at rest areas, and GPS data similar to the predicted
training data.

In [32], three energy consumption prediction algorithms
were compared: Asynchronous Advantage Actor-Critic (A3C),
Deep Deterministic Policy Gradient (DDPG), and Recurrent
Deterministic Policy Gradient (RDPG). The algorithms were
tested on data collected from an office building. In this
context, [33] predict monthly consumption using three deep
learning models: Deep Fully Connected, Convolutional Neural
Network, and Long Short-Term Memory Neural Networks.
The authors also employed pre-processing techniques, such
as normalization, to homogenize the input domain. Finally,
they applied the algorithms to over 9 million sample datasets.
In [34] study, data from 100 civil public buildings in China
was used to predict short and medium-term electrical energy
consumption. The authors proposed an algorithm based on a
deep neural network and compared it with other algorithms
such as the back-propagation algorithm, the Elman neural
network, and the fuzzy neural network. In another study, [35]
proposed integrating two deep learning models, including a
long short-term memory (LSTM) model. They claim that com-
bining LSTM and reinforcement learning agents (reinforced
learning) is more efficient for predicting energy consumption
at the University of Wollongong in Australia.

Additionally, several efforts have been made to propose
efficient algorithms in terms of both prediction quality and
ease of interpretation, particularly when the results are used to
make informed decisions. For example, in [36], the authors use
three interpretable models based on long short-term memory
(LSTM) with self-attention to predict electrical energy con-
sumption in a dataset related to an office building. Similarly,
in [37], the authors use the SHAP tool to analyze the electrical
energy consumption of an electric arc furnace used to produce
stainless steel after an artificial neural network (ANN) makes
a prediction. Through this study, the authors aim to provide
practical examples of how SHAP can be used to analyse
the contributions of each input variable to the consumption
predictions generated by black box machine learning models
when the data are associated with steel processes.

Furthermore, the authors of [38] propose a four-component
methodology to predict and explain electrical energy consump-
tion over approximately two million minutes collected from
2006 to 2010. These components include a power encoder,
an auxiliary encoder for a two-dimensional, interpretable la-
tent space, a deep-learning-based prediction model, and an
explainer that identifies the most significant input features for
predicting future demand. Finally, in [39], the authors focus on
improving the efficiency of existing algorithms - implemented
in the Darts library - for predicting the daily, weekly and
monthly electricity consumption of 43 customers using the
Neural Basis Expansion Analysis for Interpretable Time Series
(N-BEATS) technique.

This research underscores the practical importance of
adopting automated forecasting techniques for predicting elec-
tricity consumption, especially in contexts where current prac-
tices still depend on manual projections and basic trend extrap-
olations. Unlike complex models such as ARIMA, recurrent
neural networks (RNNs), or Transformer-based architectures,
which often require extensive parameter tuning and substan-
tial computational resources, our findings demonstrate that
simpler, well-established models like Prophet, XGBoost, and
LGBM can deliver highly accurate results when applied to
robust, well-structured datasets. This suggests that advanced
forecasting performance does not always require sophisticated
models, especially when the data is consistent in quality
and time-based patterns. Our objective is not to conduct an
extensive comparison of forecasting techniques, propose novel
methods, or introduce new evaluation metrics. Instead, we aim
to present a practical, evidence-based report reviewing existing
algorithms and demonstrating the effectiveness of three simple
models with promising results1.

III. BASIC DEFINITIONS

A. Electric Energy Consumption: Electrosur Tacna, Peru

The electricity balance illustrates the flow of electric-
ity from generation to final consumption. Electricity travels
through transmission and distribution networks. In 2022, Peru
generated 59, 713 GWh of electricity and imported 32 GWh
from Ecuador. The electrical energy balance, including pro-
duction, consumption, and losses, is listed below:

• Of the total energy produced in Peru, 57, 814 GWh
(97%) came from companies in the electricity market,
while 1, 898 GWh (3%) came from industrial compa-
nies that produce electricity for their own use.

• Of the total electrical energy available, which includes
national production plus imports, 1.4% is used for aux-
iliary services in power stations. Meanwhile, 11.1% is
lost in transmission and distribution, leaving 87.4% to
reach the final consumer.

• Of the energy produced by enterprises in the electricity
market, 1.2% was used for auxiliary services in power
stations, 11.3% was lost and 87.5% reached final
consumers.

• Of the energy produced by industrial enterprises for
their own use, 7.2% was used for auxiliary services

1The code and data are available at https://github.com/huvaso/
electricityForecasting

www.ijacsa.thesai.org 1117 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 6, 2025

of their plants, 5.78% was lost and 87.7% was used
for their operations.

• Of the 48, 092 GWh of electrical energy sold by gen-
eration and distribution companies to final consumers,
38% (18, 410 GWh) was sold on the regulated market,
while 62% (29, 682 GWh) was sold on the free market.

Electrosur S.A.’s main activity is distributing and marketing
electrical energy in its concession area, which encompasses the
Tacna and Moquegua departments. The company purchases
the energy it distributes and markets from nine generation
companies and the National Interconnected System of Peru.

In 2022, energy sales amounted to 399, 786 MWh, an
increase of 2.3% compared to 2021. This increase is due to
the progressive and sustained rise in consumption by both
regulated and free customers, resulting from the economic
reactivation of commercial activities in Tacna, Moquegua, and
Ilo. ENEL Generación Perú was the company’s main energy
supplier in 2022.

In Peru, the forecast for electrical energy purchases (de-
mand) is currently based on historical data projections, con-
sidering new user demand and population growth rates. The
electricity distribution company’s energy efficiency can be es-
timated by dividing its energy sales and purchases into periods.
Therefore, its energy efficiency is estimated to be 89.97% in
the 2022 financial year. One of the main activities undertaken
in 2022 to reduce technical losses was the installation of two
reactive compensation banks, one in Tacna with a total capacity
of 300 kWh and one in Ilo with a total capacity of 300 kWh,
for a total capacity of 600 kWh. This reduced technical energy
losses to 36, 500 kWh per year.

Another important activity in reducing technical losses has
been installing LED lights. A total of 14, 084 units were
installed in Tacna (7, 452), Moquegua (2, 863), and Ilo (3, 769).
Due to the replacement of LED lights and the program to con-
trol losses, change drivers, recover energy, prevent illegal con-
nections, and provide exceptional services, Electrosur S.A. is
now among the electricity distribution companies in Peru with
the lowest losses, below the average of 87.46%. Additionally,
the loss of electrical energy was less than 10%, corresponding
to 44, 536 MWh, which equates to approximately 15 million
soles in economic terms.

Therefore, using historical data from a specific period
and machine learning algorithms will enable more accurate
purchase forecasts for annual planning and more confident eco-
nomic and operational decisions. In terms of energy efficiency,
correctly forecasting electricity demand will enable households
to reduce their electricity bills.

B. Conventional Classifiers

1) XGBoost (eXtreme Gradient Boosting): This is an open-
source library for performing machine learning tasks, espe-
cially regression and classification problems. It is based on the
boosting algorithm, which combines several weaker models to
form a stronger one. XGBoost uses decision trees and em-
ploys advanced techniques such as regularisation and gradient
optimisation to improve model accuracy and performance. It
is also widely used in data science competitions due to its
effectiveness.

2) LGBM (LightGBM): This is a decision tree-based ma-
chine learning library designed to be efficient and scalable.
Unlike XGBoost, LightGBM uses a leaf-wise rather than level-
wise growth approach, which significantly improves training
speed. It is designed to handle large datasets and high dimen-
sionality.

3) Prophet: This is an open-source library developed by
Facebook for time series forecasting. It is designed to handle
time series data that may have trends, seasonality, holidays
and also allows the inclusion of special events. Prophet can
handle missing data and outliers, and it is suitable for short-
and medium-term time series forecasting.

C. Evaluation Metrics

After training the model, it is essential to evaluate its
performance on unseen data using evaluation metrics. The
choice of metrics depends on the problem’s specific context
and preferences regarding error interpretation. The objective
is to minimize these metrics’ values to enhance the prediction
model’s accuracy.

1) MAE (Mean Absolute Error): measures the average size
of absolute errors between predictions and actuals in a time
series. It is useful for understanding the average size of errors
regardless of their direction.

MAE =
1

n

n∑
i=1

|yi − ŷi| (1)

Where: n is the number of observations; yi is the actual
value at time i; and ŷi is the prediction at time i.

2) MSE (Mean Squared Error): measures the average
squared error between predictions and actual values in a time
series. The squared term emphasizes larger errors, making it
more sensitive to outliers.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (2)

Where: n is the number of observations; yi is the actual
value at time i; and ŷi is the prediction at time i.

3) MAPE (Mean Absolute Percentage Error): measures the
average percentage of absolute errors with respect to the actual
values. It is useful to evaluate the relative error in percentage
terms.

MAPE =
1

n

n∑
i=1

(
|yi − ŷi|

|yi|

)
× 100 (3)

Where: n is the number of observations; yi is the actual
value at time i; and ŷi is the prediction at time i.
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IV. METHODOLOGY

Predictive techniques based on temporal data are now
fundamental to data science and artificial intelligence because
they can model and predict patterns, trends, and behaviors in
time series data.

In this context, and after analysing the work presented in
the literature [40], the methodology described in Figure 1 was
proposed in this paper. The dataset contains the periodic elec-
tricity consumption of each subscriber in kWh. The dataset was
preprocessed before building a time series. This process can
include various steps, such as filling in missing data, detecting
outliers, and normalizing. This step depends on the dataset.
Next, the time feature is preprocessed. Depending on the
algorithm, the dataset must meet certain format specifications.
Then, the time series is built according to the desired temporal
granularity (daily, monthly, etc.). After building the time
series, three forecasting algorithms were compared using the
quality metrics described in the previous section. Finally, the
predictions were visualized to better understand consumption
behavior patterns.

Fig. 1. Proposed methodology.

V. EXPERIMENTS AND RESULTS

This section describes the available dataset. Additionally,
the main findigs of our approach were detailed and discussed.

A. Dataset

The required data for the study was provided by Elec-
trosur S.A., Tacna’s electricity distribution company in Peru.
The data, which corresponded to the electricity consumption
data for the district, province, and department of Tacna, was
obtained from the commercial system database. It is worth
noting that the district’s users are subject to a residential tax.

The research will examine data from February 2015 to
December 2022. This includes the supply number and active
energy consumption in kilowatt-hours (kWh) per user for each
month and year within this period. The supply number is a
code that identifies the service user. It is also known as the
customer number that appears on the electricity consumption
voucher. Active energy consumption (AEC) is measured in
kWh and corresponds to a user’s energy consumption as
recorded by an electricity meter, also known as a wattmeter,
which is calibrated in billing units. AEC is calculated by
subtracting the electric meter reading from the previous month
from the current month’s reading, resulting in the billed
consumption for the month.

It is important to note that there are 8, 171 users, each with
88 months of billing information. These records correspond to
active energy consumption from February 2015 to December
2022, resulting in 719,048 total records of electrical energy
consumption.

Table I presents the main statistical characteristics of the
data by year.

As expected, the number of services increases each year
due to the progressive growth of urban centers. However,
contrary to urban growth, the average electricity consumption
expenditure in Tacna is decreasing. Figure 2 shows a slight
increase in 2019; however, the average consumption decreased
during the period of the 2020-2021 (Covid-19) pandemic.
Furthermore, the maximum annual electricity consumption
value in Tacna increases in 2020 and 2021, during the period of
the pandemic. Note that the quarantine period began in March
2020.

B. Results

First, any missing, null, or duplicate data in the dataset
was addressed. This cleaning process is essential to ensure
that the models are based on high-quality data. Next, a data
transformation process was performed. This process includes
converting data into appropriate formats, creating new fea-
tures from existing ones, and rescaling variables to facilitate
modeling. Since the number of houses has increased over the
years, our particular dataset focuses on only those houses with
records for each of the 95 months.

Additionally, to explore which model works best with our
dataset, the average monthly consumption of all houses was
calculated. This produced one time series representing the
average consumption of houses in the Tacna districts over the
95 months (see Figure 3).

The training set is used to train the model, while the
validation set is used to evaluate its performance (see figure 4).
When working with time series, the data set must be divided
according to chronological order, not randomly. In this sense,
our data sets correspond to:

• Training set: Consumption corresponding to the dates
from February 2012 to May 2021 (76 months).

• Validation set: Consumption corresponding to the pe-
riod from June 2021 to December 2022 (19 months).

Identifying the features (independent variables) that will
be used to predict the target variable (dependent variable)
is essential for training the model. Then a machine learning
algorithm is used to fit the model to the training data. The
model learns the patterns and relationships in the data that can
be used for predictions.

Moreover, three learning algorithms were chosen: eX-
treme Gradient Boosting (XGBoost), Light Gradient Boost-
ing (LGBM), and Prophet. The Mean Absolute Error, Mean
Squared Error, and Mean Absolute Percentage Error were used
to evaluate performance.

To train the model with XGBoost and LightGBM, new
features were generated from the data: Year, Month and
Quarter. An example of these new features is shown in Table
II.

The Prophet algorithm generates features related to trends
and seasonality. These features relate to different components
of the model and their prediction intervals: (i) The trend
component captures the general direction of the time series.
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TABLE I. STATISTICAL FEATURES OF THE DATA SET BY YEAR

Features 2015 2016 2017 2018 2019 2020 2021 2022

Count 6004.00 6156.00 6346.00 6676.00 7437.00 7506.00 8013.00 8247.00

Mean 123.49 123.43 122.18 116.98 117.91 117.23 110.68 106.30

Std.Deviation 175.54 185.99 185.04 172.37 190.08 183.41 197.29 181.57

Minumum 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

25% 38.63 38.58 39.16 36.39 34.33 34.75 28.75 27.33

50% 91.13 89.00 89.33 84.83 82.41 84.75 77.83 73.33

75% 153.13 150.83 149.02 144.33 142.08 144.33 136.83 129.66

Maximum 4156.45 4312.58 4483.83 3706.41 4052.41 4327.09 9000.00 5075.00

Fig. 2. Electricity consumption per year.

Fig. 3. Time series representing the mean consumption in Tacna.

It represents the long-term growth or decline trajectory in
the data. (ii) Variables representing the additive components
of the model, including seasonality and holiday effects. (iii)
Variables representing the annual component of the model,
which captures seasonal patterns over the years; and (iv)
variables representing the multiplicative components of the
model.

Table III shows the values obtained for each method
according to the evaluated metrics. Based on these results, we
can conclude that the Prophet model is the best. Furthermore,
Figure 5 shows that the Prophet model’s predictions are closer
to the actual consumption values than those of the other
methods.

Fig. 4. Splitting the dataset.

TABLE II. NEW ADDITIONAL FEATURES

Period Consumptions Four-month Period Month Year

2015-02-01 126.208909 1 2 2015

2015-03-01 116.323349 1 3 2015

2015-04-01 132.613204 2 4 2015

2015-05-01 123.545468 2 5 2015

2015-06-01 126.405208 2 6 2015

C. Discussion

The current methodology for forecasting electricity demand
in Peru relies primarily on extrapolating historical data while
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XGBoost

Light GBM

Prophet

Fig. 5. Forecasting of electricity consumption in validation dataset.

TABLE III. METRICS EVALUATED FOR THE THREE ALGORITHMS

Algorithm MAE MSE MAPE

XGBoost 3.026 12.264 0.027

LGBM 6.196 48.351 0.055

Prophet 0.771 1.056 0.007

considering demographic growth and the addition of new users.
While this traditional approach provides a baseline estima-
tion, it often lacks the granularity and adaptability required
for dynamic energy consumption environments. In this con-
text, this study research proposes a data-driven methodology
that uses machine learning and statistical forecasting models,
namely eXtreme Gradient Boosting (XGBoost), Light Gradient
Boosting (LGBM), and Prophet, to improve the accuracy of
electricity consumption forecasts in Tacna, Peru.

The results indicate that the Prophet model outperforms
the other two algorithms across all evaluated metrics (MAPE,
MAE, and MSE), with a particularly low MAPE (see Ta-
ble III), demonstrating its strong suitability for capturing
seasonal and trend-based patterns in time series data. The
proposed methodology benefits from several strengths. First,
the dataset is extensive and consists of monthly active energy

consumption records from 8, 171 users over an 8-year period,
resulting in over 700,000 observations. This rich dataset allows
for robust model training and evaluation. Second, the inclusion
of real operational data from Electrosur S.A., a key electricity
provider, ensures practical relevance and reflects actual con-
sumption patterns in the region.

However, some limitations must be acknowledged. While
the proposed models are effective in forecasting, they do not
yet incorporate exogenous factors, such as weather patterns,
economic activity, or special events, that could affect consump-
tion behavior. Additionally, while Prophet shows excellent
performance, its black-box nature may limit its usefulness to
decision-makers who prefer transparent models. From a policy
and operational perspective, improving forecasting accuracy
could support Electrosur S.A.’s ongoing efforts to reduce
technical losses, such as installing reactive compensation banks
and LED lighting. Enhanced forecasting could also support
targeted interventions for high-consumption users, energy-
saving initiatives, and more efficient demand planning.

VI. CONCLUSION

This study presented a data-driven approach to forecasting
monthly electricity consumption in Tacna, Peru. The study
used nearly eight years of historical data from the Peruvian
Electricity Administration Office. Implementing and compar-
ing three machine learning models demonstrated the efficacy
of AI-based forecasting techniques in the energy sector. Of the
evaluated models, Prophet demonstrated the highest predictive
accuracy, achieving a mean absolute percentage error (MAPE)
of 0.7%, highlighting its robustness for time series forecasting
in this domain.

Future work will focus on exploring deep learning ap-
proaches, particularly recurrent neural networks (RNNs) and
transformers, to better model temporal consumption patterns,
as discussed in [41], [42]. Comparative analyses will be
conducted to assess the performance of these models against
traditional ensemble methods such as XGBoost and LGBM.
Finally, a real-time alert system to identify users with poten-
tially high electricity consumption. This system will allow us to
provide targeted energy-saving recommendations and support
demand management efforts.
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[28] D. Sen, K. M. Tunç, and M. E. Günay, “Forecasting electricity consump-
tion of oecd countries: A global machine learning modeling approach,”
Utilities Policy, vol. 70, p. 101222, 2021.
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