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Abstract—The current growth of information exhibits an expo-

nential trend, with fake news becoming a focal issue for both the 

public and governments. Existing fact-checking-based fake news 

detection methods face two challenges: a heavy reliance on fact-

checking reports, a lack of explanatory evidence related to the 

original reports, and a shallow level of feature interaction. To ad-

dress these challenges, this study proposes a Reading-aware Fu-

sion Fact Reasoning Network for explainable fake news detection. 

In the aspect of extractive evidence for explainability, a Hierar-

chical Encoding Layer is constructed to capture sentence-level and 

document-level feature representations, followed by a Fact Rea-

soning Layer to obtain report and sentence representations most 

relevant to the claim, thereby reducing the model's reliance on 

fact-checking reports. Inspired by reading behaviors, which often 

involve repeatedly reading the claim and corresponding report 

during information verification, the Reading-aware Fusion Layer 

is introduced to learn the deep interdependencies among the claim, 

evidence, and report feature representations, enhancing semantic 

integration. Extensive experiments were conducted on the publicly 

available RAWFC and LIAR fake news datasets. The experi-

mental results demonstrate that RFFR outperforms leading ad-

vanced baselines on both datasets. 

Keywords—Explainable fake news detection; fact reasoning; 

feature fusion 

I. INTRODUCTION 

The extensive application of the internet, characterized by its 
convenience and speed, has significantly transformed how indi-
viduals acquire and consume information [1]. However, the 
rapid growth of social media has created an environment condu-
cive to the emergence and swift propagation of fake news [2], 
leading to severe repercussions and disrupting the balance of au-
thenticity within the news ecosystem [3]. For instance, during 
the 2016 U.S. presidential election, the most widely circulated 
fake news stories spread more extensively than the most popular 
factual news on Facebook. The sheer volume of media content 
available online makes it exceedingly challenging to manually 
verify the veracity of news, increasing operational costs for so-
cial platforms and hindering early intervention in the dissemina-
tion of fake news [4][5]. 

Existing fake news detection methods can be categorized 
into two types based on their detection criteria: content pattern-
based and fact information-based. 

The fake news detection task based on content patterns en-
compasses two phases: 

News:"East Asian Patient" — China is the leading country in "disease": As of 

2023, there are over 300 million hepatitis B patients, more than 200 million people 

with hypertension, and over 400 million with diabetes, along with an additional 

150 million potential patients. China is also the country with the highest cancer 

mortality rate; by 2023, there are approximately 10 million new cancer cases 

annually, resulting in about 2.4 million cancer deaths each year.

Content Pattern-Based

Content pattern information:

1. Keywords: disease, East Asian Patient  

2. Frequent use of "leading country"  

3. Uses ellipsis at the end...

Fake

News

Detection

Fake News Detection

Evidence:

1. Approximately 90 million hepatitis B carriers 

in China  

2. 245 million people with hypertension in 2023  

3. About 143 million diabetes patients in 2023

Factual Information:

1. Over 300 million hepatitis B patients  

2. More than 200 million people with 

hypertension  

3. Over 400 million diabetes patients

Fact Information-Based

External 

Information 

Sources

Fake

News

Detection

 

Fig. 1. The news detection process for content pattern-based models and fact 

information-based models. 

1) Unimodal fake news detection. Early studies primarily 

focused on manually extracting superficial features from textual 

content, such as punctuation mark frequency [6], and gathering 

basic platform metadata features [7]. Research then evolved to-

ward the development of neural networks designed to learn se-

mantic features of text [8], emotional characteristics [9], stance-

based attributes [10][11], and stylistic features related to the 

news text content [12]. Additionally, studies explored the use of 

metadata to capture features based on comments [13] and prop-

agation patterns [14]. 

2) Multimodal fake news detection. Multimodal detection 

methods introduce a richer set of distributed feature information 

into the dataset, including news metadata [15], news images [16], 

and news videos [17]. Early studies often employed static word 

vector models for text in conjunction with pre-trained image 

models to extract semantic features from both text and images 

[18][19]. They integrated multimodal features to detect fake 

news through early fusion [20] or late fusion [21] strategies. Re-

cent studies have extensively utilized Transformer pre-trained 

models to extract advanced semantic features from text and im-
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ages [22], capturing semantic similarities across different mo-

dalities by establishing entity alignment [23], relationship align-

ment [24], and semantic alignment mechanisms [25]. 

While content pattern-based detection methods have 
achieved satisfactory results in identifying fake news and have 
reached a relatively mature stage, the knowledge learned by 
these models is often inductive and based on the training dataset, 
which may lack global representativeness in its distribution 
characteristics. News information typically possesses a strong 
timeliness, with different news items often exhibiting distinct 
content patterns, making it challenging to generalize to newly 
emerging news [26]. Consequently, there is growing attention 
on research related to fake news detection based on factual in-
formation. Such methods compare various factual details de-
scribed in the news, such as event timings, locations, and spe-
cific data, with known evidence to discern fake news. Unlike 
content pattern-based detection, fact-based detection is gener-
ally unaffected by writing styles or idiomatic expressions. 

As illustrated in Fig. 1, models based on content patterns 
tend to concentrate on semantics and vocabulary, evaluating 
whether they conform to patterns indicative of fake news for the 
same news item. In contrast, models grounded in factual infor-
mation retrieve evidence related to the news content from exter-
nal sources, making comprehensive judgments based on the sup-
port or lack thereof from the evidence. 

Current research on fake news detection utilizing factual in-
formation primarily revolves around textual analysis, focusing 
on two key aspects: 

3) Evidence retrieval. The aim of evidence retrieval is to 

identify high-quality, relevant evidence from fact-checking re-

ports to enhance detection efficacy. Existing methods include 

search engines [27][28][29], similarity algorithms [30][31], 

Wikipedia knowledge graphs [32][33], and generative models 

for evidence production [34]. 

4) Feature fusion. Current feature fusion methods often em-

ploy superficial strategies, such as concatenation, addition, or 

simple neural networks, to integrate features from different mo-

dalities. 

However, these methods face several challenges: 

In evidence retrieval, there is a heavy reliance on investiga-
tive journalism and fact-checking reports that have already been 
debunked, often neglecting the direct application of original re-
ports. When news has not yet been fact-checked or debunked, 
many related original reports are usually generated on major me-
dia platforms, including media coverage, user comments, and 
blogs, which typically offer richer factual evidence compared to 
fact-checking reports [28][35]. 

In feature fusion, existing methods struggle to capture the 
internal dependencies between features due to their reliance on 
superficial fusion strategies. 

To address these challenges, a Reading-aware Fusion Fact 
Reasoning Network (RFFR) has been proposed, focusing on ex-
planatory fact extraction and feature interaction fusion. 

In explanatory fact extraction, a Hierarchical Encoding 
Layer is constructed to capture feature representations of the 
text, followed by a Fact Reasoning Layer to obtain explanatory 
evidence. The Hierarchical Encoding Layer consists of a Sen-
tence Encoder and a Document Encoder: the Sentence Encoder 
captures the hidden features of each sentence in the report, while 
the Document Encoder provides the hidden representation of the 
entire report in context. The Fact Reasoning Layer includes a 
Document Selector to preliminarily screen the top K reports 
likely containing hidden facts, and a Sentence Selector that re-
fines the most relevant sentences. Throughout this process, we 
assess whether each sentence in the report constitutes valuable 
explanatory evidence based on Consistency, Significance, and 
Redundancy. 

In feature interaction fusion, when evaluating the credibility 
of a claim, individuals typically read the related original reports 
first and then judge the authenticity of the news based on the 
extracted evidence [36], often repeating this process. During this 
time, individuals comprehend the news based on factual evi-
dence while simultaneously understanding the relevant content 
in the original report. Therefore, there is conditional fusion 
among claims, evidence, and reports, occurring once or multiple 
times. Inspired by human reading behavior, a Reading-aware 
Fusion Layer is constructed to learn the deep dependencies be-
tween different feature representations through multiple interac-
tions of claims, evidence, and reports, thereby deepening their 
semantic integration. 

The main contributions of this study are summarized as fol-
lows: 

 A Hierarchical Encoding Layer is constructed based on 
original reports to capture sentence and full-text feature 
representations, followed by a Fact Reasoning Layer that 
identifies the most relevant report and sentence represen-
tations related to the claim, thereby reducing the model's 
dependence on fact-checking reports. 

 Inspired by human reading behavior, a Reading-aware 
Fusion Layer is proposed to learn dependencies between 
different features, achieving deep feature fusion. 

 Extensive experiments were conducted on two public da-
tasets, RAWFC and LIAR. The results demonstrate that 
RFFR outperforms other models in fake news detection 
tasks. Compared to traditional detection models, RFFR 
consistently achieves superior results across multiple 
metrics, effectively enhancing the accuracy and perfor-
mance of fake news identification. 

II. RELATED WORK 

Based on different criteria for news detection, fake news de-
tection methods can be categorized into content pattern-based 
and fact information-based approaches. 

1) Content pattern-based fake news detection. Significant 

progress has been made in fake news detection technologies 

based on content patterns. Early studies mainly relied on manu-

ally extracted statistical features, such as the number of punctu-

ation marks [37] and the proportion of negative words [9]. With 

the development of deep learning technology, methods based on 
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CNN [38], RNN [13], attention mechanisms [39], and graph ar-

chitectures [40] have been used to automatically capture seman-

tic, emotional, stylistic, and stance features of text. In addition, 

social context features, such as metadata of comments [41], user 

profiles [42], platforms [43], and propagation structures [44], 

have been used to enhance the detection capabilities of fake 

news. Subsequently, researchers introduced multimodal data 

such as images [16] and videos [17], using pre-trained models 

to obtain semantic features of these data [18][19][20], and com-

bined with different fusion strategies [20][21] and alignment 

strategies [23][24][25], providing the model with the ability to 

handle multimodal news. 

2) Fact information-based fake news detection. Current re-

search mainly focuses on two aspects: 

a) Evidence retrieval: Early studies explored attention 

mechanisms to highlight significant words [28], news attributes 

[45], and suspicious users [46], thereby obtaining relevant 

evidence that provides a certain degree of explanatory support. 

Later, to improve the readability of word-level methods, 

techniques such as attention weights [13], semantic matching 

[47], and entailment [36] were employed to extract evidence 

sentences. Some studies also obtained explanatory evidence by 

generating summaries [48] and extracting key points [49]. 

However, these methods heavily rely on manual fact-checking 

reports and lack more refined evidence retrieval techniques. 

b) Feature fusion: Commonly used feature fusion 

mechanisms can be roughly divided into two categories: early 

fusion [50][51][52], also known as feature-level fusion, 

involves combining information at the feature level through 

concatenation or addition during the early stages of the model, 

with the fused features subsequently passed on to downstream 

learning; late fusion [53][54], or decision-level fusion, relies on 

the results obtained from each data source individually, 

integrating them at the final stage of task learning, often using 

sum, maximum, average, or dot product operations as fusion 

strategies. However, these methods typically exhibit a 

superficial degree of feature interaction and fail to uncover 

hidden associations among different features. 

To address these issues, this study presents the Reading-
aware Fusion Fact Reasoning Network (RFFR). At the evidence 
retrieval level, a Hierarchical Encoding Layer is constructed to 
capture sentence-level and full-text feature representations, fol-
lowed by a Fact Reasoning Layer (FRL) that identifies the most 
relevant reports and sentences as explanatory evidence. At the 
feature fusion level, inspired by human reading behavior, the 
Reading-aware Fusion Layer (RFL) is proposed and modeled to 
learn the deep dependencies between different feature represen-
tations through multiple interactions of claims, evidence, and re-
ports, which are then applied to the fake news detection task. 

III. PROBLEM STATEMENT 

Given a fake news dataset {𝐷}, 𝐷 = (𝑐, 𝑅) is composed of a 

claim 𝑐 and a set of related original reports 𝑅 = {𝑟𝑗}
𝑗=1

|𝑅|
, where 

each 𝑟𝑖 = (𝑠𝑖,1, 𝑠𝑖,2, ⋯ , 𝑠𝑖,|𝑟𝑖|) represents a related report com-

posed of a series of sentences. In the fake news detection task, 
each claim 𝑐 is associated with a veracity label 𝑦, which takes 
values from {𝑇𝑟𝑢𝑒, 𝐹𝑎𝑙𝑠𝑒, … }, and each original report 𝑟𝑖 is as-

sociated with a binary label 𝑦𝑖
𝑟 ∈ 𝑌𝑟 , indicating whether 𝑟𝑖 con-

tains explainable sentences. For each sentence 𝑠𝑖,𝑗, 𝑦𝑖,𝑗
𝑠 ∈ 𝑌𝑠 is a 

binary label indicating whether 𝑠𝑖,𝑗 is one of the explainable sen-

tences. The judgment basis for the claim 𝑐, denoted as Evidence, 
is composed of all the explainable sentences. This task can be 
described as a multi-task learning problem consisting of three 
sub-tasks: target report selection, explainable sentence extrac-
tion, and claim veracity prediction. The goal of this study is to 

train a model 𝑓 that satisfies 𝑓(𝑐, 𝐷) → (�̂�, Ŷ
𝑑

, Ŷ
𝑠
, Ê), where Ê 

represents the explainable judgment basis, composed of a set of 

predicted sentences (satisfying �̂�𝑖
𝑑 = 1 and �̂�𝑖,𝑗

𝑆 = 1). 

IV. THE PROPOSED MODEL 

The RFFR proposed in this study facilitates explanatory ev-
idence extraction and feature interaction fusion, with its struc-
ture illustrated in Fig. 2. It comprises three main modules: the 
Hierarchical Encoding Layer, the Fact Reasoning Layer, and the 
Reading-aware Fusion Layer. 

A. Hierarchical Encoding Layer 

The Hierarchical Encoding Layer is composed of a Sentence 
Encoder and a Document Encoder. Given a sequence of words 
𝑇 = (𝑤1 ⋯ 𝑤𝑡 ⋯ 𝑤|𝑇|)  in a claim or report sentence, where 

𝑤𝑡 ∈ 𝑅𝑑 is a d-dimensional vector initialized by the Sentence 
Encoder, using the pre-trained language model Bert's final con-
text layer with the special token "[CLS]" as the sentence repre-
sentation. The sentence representations for each sentence 𝑠𝑖,𝑗 in 

the claim 𝑐  and the original report 𝑟𝑖  are ℎ𝑐 ∈ 𝑅𝑑  and ℎ𝑖,𝑗 ∈

 𝑅𝑑, respectively. 

For document encoding, a Document Encoder based on the 
self-attention mechanism is constructed. The Document En-
coder consists of Multi-Head Attention and a Feed Forward Net-
work through residual connections and Layer Normalization 
(Add and Norm). The Feed Forward Network is composed of 
two linear transformations and a ReLU activation function. The 
output of the self-attention mechanism is passed through a resid-
ual connection and then normalized. The core of the Document 
Encoder is the self-attention mechanism, which is calculated as 
follows: 

𝐻 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉(1) 

where, “Q”,”K”, and “V” are the query matrix, key matrix, 

and value matrix, respectively. Here, 𝑄 = 𝐾 = 𝑉 = ℎ̂𝑖 , ℎ̂𝑖 =
[ℎ𝑖,1; ℎ𝑖,2; ⋯ ; ℎ𝑖,|𝑟𝑖|], and 𝑑𝑘  equals 𝑑 2⁄ . To extensively learn 

richer contextual information from different perspectives, the 
multi-head attention mechanism projects the queries, keys, and 
values m times through different linear projections and executes 
them in parallel. Finally, the processed results are integrated, 
projected, and linearly transformed to obtain new representa-
tions. The calculation formula for the multi-head attention 
mechanism is as follows:
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Fig. 2. The proposed RFFR model framework comprises three main layers: the Hierarchical Encoding Layer, which captures sentence-level and full-text 

representations; the Fact Reasoning Layer, which retrieves relevant reports and sentences as explanatory evidence; and the Reading-aware Fusion Layer, which 

enhances feature integration and interdependencies for improved detection performance. 

ℎ𝑒𝑎𝑑 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑞 , 𝐾𝑊𝑘 , 𝑉𝑊𝑣) (2) 

ℎ𝑖 = 𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄, 𝐾, 𝑉) 

= 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑𝑚)𝑊𝑒  (3) 

where, all 𝑊 ∈ ℝ𝑑×𝑑  are trainable parameters, 𝑑𝑒  repre-

sents the ratio of 𝑑 to 𝑚. ℎ𝑖 ∈ ℝ𝑑  is the report representation 
that integrates all the significant sentence features. 

B. Fact Reasoning Layer 

To extract explanatory evidence related to the claim from the 
original reports, this study designs the Fact Reasoning Layer 
(FRL) in two aspects. First, the Document Selector   preliminar-
ily screens the top K reports that may contain hidden facts. Then, 
a Sentence Selector is designed based on consistency, signifi-
cance, and redundancy to further refine the most relevant sen-
tences in the original reports. 

1) Document selector. Since the factual basis correspond-

ing to the claim is hidden in a large number of original reports, 

the scope of explanatory evidence extraction is automatically 

narrowed down by ranking the reports and capturing the top-

ranked reports. To extract reports that contribute to authenticity 

prediction from a large number of reports and are worth exam-

ining, a coarse-grained Document Selector is developed. The 

claim is used as the query, and the report is used as the key. An 

attention weight matrix 𝐴𝑡𝑡 captures the consistency between 

the claim and the related reports. 𝐴𝑡𝑡 reflects the degree of at-

tention of the claim in the related reports and obtains an im-

portance score for each report 𝑟𝑖. 

𝛼𝑐 → 𝐴𝑡𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐻𝑅𝑊𝛼ℎ𝑐)  (4) 

where, 𝐻𝑅 = [ℎ1; ℎ2; ⋯ ; ℎ|𝑅|] gathers all the hidden vectors 

of the reports, and 𝑊𝛼 ∈ 𝑅𝑑×𝑑 is a trainable parameter. We use 
𝛼𝑐 → 𝐷 to rank all reports and select the top K results as reports 
worth examining. The vector representation of the t-th sentence 
in the k-th selected report 𝑟𝑘

′  is represented as ℎ𝑘,𝑡
′ ∈

{ℎ𝑘,1
′ , ℎ𝑘,2

′ , . . . , ℎ
𝑘,|𝑟𝑘

′|
′ }, and its document representation is ℎ𝑘

′ , 

which is used for explainable sentence extraction. 

2) Sentence selector. Based on the screening of reports, the 

task of extracting explanatory evidence can be framed as multi-

document summarization extraction, where each report is ac-

cessed sequentially to identify explainable sentences. Given po-

tential redundancy among reports, multiple original sources are 

more likely to contain semantically irrelevant and redundant 
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sentences. This study introduces a fine-grained Sentence Selec-

tor, where the selection of explainable sentences is guided by 

three evaluation indicators. 
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(a) Reading-aware Interaction Block (RIB) 
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(b) Traditional co-attention mechanism. 

Fig. 3. The architecture diagram of co-attention and our RIB. 

Consistency (assessing the relevance of each sentence to the 
claim theme), Significance (evaluating the importance of each 
sentence within the report), and Redundancy (determining the 
novelty and repetition of each sentence relative to previously se-
lected sentences). By integrating these three indicators, the 
model predicts the probability of each sentence being selected, 
enabling the extraction of explainable sentences from the origi-
nal reports. 

𝑃(𝑦𝑘,𝑡
𝑠 = 1|ℎ𝑐 , ℎ𝑘,𝑡

′ , ℎ𝑘
′ , ℎ𝑑) = 

𝜎(ℎ𝑘,𝑡
′ 𝑤𝑐ℎ𝑐 + ℎ𝑘,𝑡

′ 𝑤𝑟ℎ𝑘
′ − ℎ𝑘,𝑡

′ 𝑤𝑑ℎ𝑑) (5) 

where, 𝑦𝑘,𝑡
𝑠  is a binary variable indicating whether the t-th 

sentence in the selected report 𝑟𝑘
′  should be selected as part of 

the factual evidence �̂�, and 𝑊∗ are trainable parameters. ℎ𝑑 is a 
redundancy vector initialized to all zeros, updated by the se-
lected sentences in the previously visited reports. 

ℎ𝑑 = tanh(∑ ℎ𝑘−1,𝑡
′ · 𝑃(𝑦𝑘,𝑡

𝑠 = 1)
𝑡

) (6) 

Considering the number of sentences, RFFR learns to select 
explainable sentences with selection probabilities higher than 

the soft threshold 𝜀𝑘 = 1/|𝑟𝑘
′| , that is, 𝑃(𝑦𝑘,𝑡

𝑠 = 1) > 𝜀𝑘 . Fi-

nally, the integrated representation of the original report and ex-
planatory evidence is obtained through max pooling. 

ℎ𝑅 = 𝑀𝑎𝑥([ℎ1; ℎ2; ⋯ ; ℎ|𝑅|])  (7) 

ℎ𝐸 = 𝑀𝑎𝑥([ℎ1
" ; ℎ2

" ; ⋯ ; ℎ|𝐾|
" ])  (8) 

ℎ𝑘
" = 𝑀𝑎𝑥 ([ℎ𝑘,1

" ; ℎ𝑘,2
" ; ⋯ ; ℎ

𝑘,|𝑟𝑘
′|

" ])  (9) 

where, ℎ𝑅 represents the integrated representation of all re-
ports, ℎ𝐸 represents the integrated representation of all explain-
able sentences, ℎ𝑘,𝑡

′′  represents the sentence representation out-

put from the Sentence Selector, ℎ𝑘
"  is the complete representa-

tion of explanatory evidence extracted from the k-th report, and 
𝐾 is a hyperparameter controlling the maximum number of se-
lected reports. 

C. Reading-Aware Fusion Layer 

Intuitively, when reading a report that contains questions, in-
dividuals often skim through the article content before focusing 
on the question section. This process may be repeated multiple 
times to continuously integrate information from both the ques-
tion and the report. Based on this reading behavior, this study 
constructs a Reading-aware Fusion Layer (RFL) to simulate this 
interaction. The Reading-aware Interaction Block (RIB) serves 
as the fundamental unit of the RFL, achieving feature fusion by 
parallelly connecting two RIBs. The RFL is designed to cascade 
multiple RIB layers for deep feature fusion.  

To model human reading behavior, a Reading-aware Inter-
action Block is developed based on the co-attention mechanism, 
allowing the model to learn the dependency relationships be-
tween different text features, as illustrated in Fig. 3. To achieve 
comprehensive fusion of text features, four RIB layers are cas-
caded. The fusion process is gradual, with each RIB layer capa-
ble of processing distinct text features, while the output of each 
layer serves as the input for the subsequent RIB layer. For in-
stance, the input to the first RIB layer is denoted as < ℎ𝐸 , ℎ𝑅 >, 
and its fusion logic is described as follows: 

𝐻𝑅 = 𝑁𝑜𝑟𝑚 (ℎ𝑅 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
ℎ𝑅ℎ𝐸

√𝑑
) ℎ𝐸) (10) 

𝐻𝐸 = 𝑁𝑜𝑟𝑚 (ℎ𝐸 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
ℎ𝐸ℎ𝑅

√𝑑
) ℎ𝑅) (11) 

�̂�𝑅 = 𝑁𝑜𝑟𝑚(𝐻𝑅 + 𝐹𝐹𝑁(𝐻𝑅))  (12) 

ℎ̂𝐸←𝑅
(1)

= 𝑁𝑜𝑟𝑚 (𝐻𝐸 + 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝐻𝐸�̂�𝑅

√𝑑
) �̂�𝑅)(13) 
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ℎ𝐸←𝑅
(1)

= 𝑁𝑜𝑟𝑚 (ℎ̂𝐸←𝑅
(1)

+ 𝐹𝐹𝑁(ℎ̂𝐸←𝑅
(1)

)) (14) 

ℎ(1) = ℎ𝐸←𝑅
(1)

⊕ ℎ𝑅←𝐸
(1)

  (15) 

where, ℎ𝑅←𝐸
(1)

 is calculated consistently with ℎ𝐸←𝑅
(1)

, and ℎ(1) 

represents the fused semantics of the original report and evi-

dence. ℎ(2), ℎ(3) are the fused semantics of the corresponding in-

teraction blocks, and ℎ(4) is the final representation of the se-
mantics fusion of claims, evidence, and reports. 

D. Learning Task 

During the news prediction phase, the final feature represen-

tation ℎ(4) is input into a Multi-Layer Perceptron (MLP) layer to 
predict the authenticity label, as follows: 

�̂�= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(MLP(ℎ(4)))  (16) 

The learning task of the model RFFR is composed of three 
key sub-tasks: target report selection, explainable sentence ex-
traction, and claim authenticity prediction. Its loss function 𝐿𝑎𝑙𝑙  
is as follows: 

𝐿𝐷 = − ∑ 𝑦𝑖
𝑑 log(�̂�𝑖

𝑑)
𝑖

  (17) 

𝐿𝑆 = − ∑ ∑ 𝑦𝑘,𝑡
𝑠 log(�̂�𝑘,𝑡

𝑠 )
𝑡𝑘  (18) 

𝐿𝐶 = −𝑦log(�̂�)   (19) 

𝐿𝑎𝑙𝑙 = 𝜃𝐷𝐿𝐷 + 𝜃𝑆𝐿𝑆 + 𝜃𝐶𝐿𝐶 (20) 

where, 𝐿𝐷, 𝐿𝑆, and 𝐿𝐶  represent the cross-entropy losses of 
the three sub-tasks: target report selection, explainable sentence 

extraction, and claim authenticity prediction. 𝑦𝑖
𝑑 and �̂�𝑖

𝑑 repre-
sent the true label and predicted label of the report, respectively. 
𝑦𝑘,𝑡

𝑠  and �̂�𝑘,𝑡
𝑠  represent the true label and predicted probability of 

the explainable sentence, respectively. 𝑦  and �̂�  represent the 
true label and predicted label of the claim, respectively. 𝛽 repre-
sents the weight parameter, and in the experiment, a multi-task 
adaptive weighting strategy is used to automatically assign 𝜃𝐷, 
𝜃𝑆, and 𝜃𝐶. 

1) Multi-task adaptive weighting. To address the parameter 

optimization problem in multi-task learning, inspired by previ-

ous work [55] [56], a Multi-task Adaptive Weighting strategy 

(MAW) is further proposed to automatically maintain a dynamic 

balance between tasks on different benchmark datasets. The 

weighted function 𝜃𝑘(𝑡) is defined as follows: 

𝜃𝑘(𝑡) =
𝑁𝑘 exp[𝛾𝑘(𝑡)𝑔(𝑡)]

∑ exp[𝛾𝑖(𝑡)𝑔(𝑡)]
𝑖

  (21) 

𝛾𝑘(𝑡) =
𝐿𝑘(𝑡−1)

𝐿𝑘(𝑡−2)
, 𝑔(𝑡) =

log(𝑡−2)

𝑇
 (22) 

where, 𝜃𝑘 = 𝜃𝑘(𝑡) represents the weight of the k-th task at 
the t-th iteration. It indicates the model's focus on task k in the 
current training step; 𝑁𝑘 = 3  represents the number of sub-
tasks; 𝛾𝑘(𝑡) measures the loss change rate of sub-task k in the 
last two iterations. If the loss of a task changes significantly, that 
is, the loss decreases slowly or is unstable, the model will in-
crease the weight of that task; if the loss of a task decreases rap-
idly, its weight is reduced. 𝑔(𝑡) is a global adjustment function 

used to smooth the weight differences between tasks, making the 
weight adjustment of different tasks more reasonable and stable; 
𝑇 is a constant value used to control the speed of weight adjust-
ment. 

V. EXPERIMENTS 

A. Datasets 

This study employs two publicly available datasets to evalu-
ate the proposed method: RAWFC [57] and LIAR [58]. The 
RAWFC dataset, sourced from Snopes.com, comprises 2012 
claims related to fact-checking tasks, each accompanied by sup-
porting evidence and labeled as true, false, or half-true. The 
LIAR dataset, compiled by PolitiFact.com, includes 12,836 
short claims, each categorized as true, mostly true, half-true, 
barely true, false, or pants-on-fire. 

B. Experimental Settings and Evaluation Metrics 

To prevent overfitting, the model parameters of Bert were 
frozen when training on both the RAWFC and LIAR datasets; 
the hidden dimension in the Sentence and Document Encoders 
is set to 768; the Document Encoder comprises 12 attention 
heads and is constructed from 4 attention blocks; when selecting 
reports, the maximum number of reports K selected for each 
claim is set to 6 and 9, the soft threshold 𝜀𝑖 is set to 1/|𝑟𝑖

′|, and 
the maximum number of explainable sentences extracted is set 
to 6 and 11 for RAWFC and LIAR, respectively. The batch size 
is set to 64, the number of training epochs is set to 100, the learn-
ing rate is set to 1e-5, and the Adam optimizer is used to mini-
mize the combined cross-entropy loss. To assess the perfor-
mance of the model, this study uses Accuracy, Macro-averaged 
Precision (macro-P), Macro-averaged Recall (macro-R), and F1 
score (macro-F1) for the detection results evaluation, and 
ROUGE-N (N=1) and ROUGE-L to assess the quality of the 
generated explanations. 

C. Comparative Baselines and Performance Comparison 

To demonstrate the effectiveness of the proposed method, 
this study compares RFFR with the following baselines: 

SVM [59]: Training an SVM-based model for fake news de-
tection using bag-of-words features. 

CNN [58]: Integrating available metadata features into rep-
resentation learning. 

RNN [60]: Learning representations from word sequences 
without external resources. 

DeClarE [28]: Combining word embeddings from claims, 
reports, and sources to assess the credibility of claims. 

dEFEND [13]: Using a GRU-based model for veracity pre-
diction and providing explanations. 

SentHAN [35]: Representing each sentence based on sen-
tence-level coherence and semantic conflict with the claim. 

SBERT-FC [49]: Using SentenceBERT for encoding and 
detecting fake news based on highly ranked sentences. 

GenFE/GenFE-MT [48]: Detecting fake news and providing 
explanations independently or jointly in a multi-task setting. 
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TABLE I.  COMPARISON RESULTS OF RFFR WITH DIFFERENT BASELINE MODELS ON THESE TWO DATASETS 

Model 
RAWFC LIAR 

Accuracy(%) P(%) R(%) Macro-F1(%) Accuracy(%) P(%) R(%) Macro-F1(%) 

SVM 32.03 32.33 32.51 31.71 14.73 15.78 15.92 15.34 

CNN 37.82 38.80 38.50 38.59 21.36 22.58 22.39 21.36 

RNN 41.20 41.35 42.09 40.39 21.00 24.36 21.20 20.79 

DeClarE 42.18 43.39 43.52 42.18 19.17 22.86 20.55 18.43 

dEFEND 42.75 44.93 43.26 44.07 16.64 23.09 18.56 17.51 

SentHAN 46.47 45.66 45.54 44.25 19.02 22.64 19.96 18.46 

SBERT-FC 46.88 51.06 45.92 45.51 21.75 24.09 22.07 22.19 

GenFE 42.66 44.29 44.74 44.43 27.02 28.01 26.16 26.49 

GenFE-MT 46.89 45.64 45.27 45.08 15.91 18.55 19.90 15.15 

CofCED 50.56 52.99 50.99 51.07 28.07 29.48 29.55 28.93 

RFFR 52.16 51.38 51.76 51.13 28.39 29.68 29.07 29.18 

CofCED [57]: A coarse-to-fine cascaded evidence distilla-
tion neural network for explanatory fake news detection based 
on original reports. 

TABLE I. presents the detection performance of the pro-
posed RFFR compared to existing strong baselines in terms of 
precision, recall, and macro F1 (macF1). The following obser-
vations can be drawn from the table: 

 CNN and RNN outperform SVM on both datasets, indi-
cating that deep learning methods are more effective at 
capturing semantic and syntactic features from original 
reports. While dEFEND, DeClarE, and SentHAN 
achieve better performance on RAWFC by aggregating 
multiple features from claims, reports, and sources, their 
results are slightly worse on LIAR. This discrepancy can 
be attributed to the fine-grained labels in LIAR, which 
pose additional challenges. 

 SBERT-FC and GenFE outperform SentHAN and dE-
FEND on both datasets, demonstrating the superiority of 
pre-trained models. Although GenFE-MT performs bet-
ter than GenFE on RAWFC, it performs significantly 
worse on LIAR compared to other baselines, highlight-
ing the difficulty of fine-grained fake news detection and 
explanation generation in a multi-task setting. CofCED 
achieves better performance than both GenFE and 
GenFE-MT, suggesting that original reports provide 
richer explanatory evidence than fact-checking reports. 

 Compared to the other models, the proposed RFFR fake 
news detection model exhibits advantages across various 
metrics on both the RAWFC and LIAR datasets. Specif-
ically, the accuracy of fake news detection improves by 
1.6% on the RAWFC dataset, while the F1 score im-
proves by 0.25% on the LIAR dataset. This enhancement 
can be attributed to two factors: 1) The Fact Reasoning 
Layer effectively utilizes different fine-grained selectors 
to capture more explanatory evidence from original re-
ports, facilitating more accurate fake news detection. 2) 

The construction of a Reading-aware Fusion Layer for 
interactive fusion proves more effective than simple fea-
ture interaction. 

D. Ablation Analysis 

1) Effectiveness of each component. To assess the effective-

ness of each component in RFFR, eight model variants were cre-

ated: w/o Report, w/o Evidence, w/o FRL, w/o DS, w/o SS, w/o 

RFL, w/o RIB, and w/o RFS. These variants indicate the re-

moval of the following components: original report representa-

tion, explanatory evidence representation, Fact Reasoning Layer, 

Document Selector, Sentence Selector, Reading-aware Fusion 

Layer, Reading-aware Interaction Block, and Reading-aware 

Fusion Strategy. 

The comparison results are shown in TABLE II. yields the 
following observations: 

 RFFR consistently outperforms all ablation experiment 
variants on both datasets, demonstrating that every com-
ponent is essential for the model's effectiveness in detect-
ing fake news. 

 The w/o Report variant exhibits the poorest performance, 
followed closely by w/o Evidence. This suggests that Ev-
idence is crucial for the fake news detection task and that 
the original report provides additional feature infor-
mation that supports detection, distinct from Evidence. 
Sole reliance on either the original report or Evidence 
hinders detection effectiveness. 

 The performance of w/o FRL drops significantly, high-
lighting that noise in the original report adversely affects 
veracity prediction. The w/o SS variant performs much 
worse than others, as irrelevant or redundant information 
in reports can dilute the effectiveness of evidence. The 
w/o DS variant shows even poorer performance, indicat-
ing that noisy reports can impair sentence selection and 
model training. 
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TABLE II.  ABLATION ANALYSIS ON RAWFC AND LIAR DATASETS 

Model 
RAWFC LIAR 

Accuracy(%) P(%) R(%) Macro-F1(%) Accuracy(%) P(%) R(%) Macro-F1(%) 

w/o Report 32.76  36.76  36.32  35.59  21.16 20.83 20.34 20.24 

w/o Evidence 35.59  38.54  38.30  38.07 21.60 22.31 21.52  21.65 

w/o FRL 37.88  36.96  40.13  40.45  23.17 23.67 23.04  23.02 

w/o DS 40.75  40.12  40.34  39.30 24.31 25.54 24.80 24.06 

w/o SS 41.75  40.78  40.85  40.05  22.38 23.71 22.86  23.36 

w/o RFL  38.00  38.00  37.83  37.36 23.61 23.92  23.30  23.75 

w/o RIB 46.41  45.75  46.0  45.50 25.57 26.41  25.84  25.93 

w/o RFS 47.46  46.80  47.10  46.55  26.55 26.99  26.45  26.54 

RFFR 52.16 51.38 51.76 51.13 28.39 29.68 29.07 29.18 

 The performance of w/o RFL is significantly reduced, 
suggesting that simulating human reading behavior facil-
itates the tight integration of diverse feature information. 
Both w/o RFS and w/o RIB show substantial perfor-
mance drops, indicating that these components are vital 
for deep feature fusion. RIB enables interactive fusion of 
different features, while RFS enhances the fusion process 
by mimicking human reading behavior. 

2) Comparative analysis of Reading-aware Fusion Layer. 

The Reading-aware Fusion Layer (RFL) is the mechanism em-

ployed by RFFR for deep feature fusion, comprising two core 

components: the Reading-aware Fusion Strategy (RFS) and the 

Reading-aware Interaction Block (RIB). The RIB facilitates 

deep interactive fusion of different features, while the RFS en-

hances the fusion process by simulating human reading behavior. 

Comparative experiments were conducted using traditional 
Co-Attention [61], Cross-Attention [62], and a variant without 
RIB (w/o RIB) as alternatives to the RIB, tested under both con-
ditions with and without RFS. The results are presented in the 
table. 

As shown in Fig. 4, the comparison results indicate that the 
removal of either RIB or RFS significantly impairs the perfor-
mance of RFFR. In both scenarios (with and without RFS), 
Cross-Attention, Co-Attention, and RIB consistently outper-
form the w/o RIB variant, underscoring the necessity of deep 
interactive fusion among different features. Notably, RIB sur-
passes both Cross-Attention and Co-Attention, suggesting that 
RIB achieves more comprehensive feature depth fusion. Fur-
thermore, irrespective of whether alternative methods or RIB are 
employed, the performance with RFS is consistently superior to 
that without RFS, highlighting that simulating human reading 
behavior effectively strengthens the feature fusion process. 

3) Comparative analysis of the fact reasoning layer. To ex-

amine the impact of the Fact Reasoning Layer (FRL) on explan-

atory evidence reasoning, three model variants were created: 

w/o Consistency, w/o Significance, and w/o Redundancy, repre-

senting the removal of the respective components. Comparative 

evaluations were conducted using ROUGE-N (N=1) and 

ROUGE-L to assess the quality of the explanatory evidence: 

LEAD-N [63]: Using the first N sentences as an explanation, 
where N = 5. 

Oracle [48]: Manually selecting the most relevant infor-
mation from the original report. 

dEFEND [13]: Providing explanations based on internal at-
tention weights. 

GenFE-MT [48]: Using pre-trained models to generate ex-
planations. 

The comparison results, presented in Fig. 5, reveal several 
key observations: The performance of most models on the LIAR 
dataset is generally lower than on the RAWFC dataset, indicat-
ing that higher granularity in the dataset complicates the gener-
ation of explanatory evidence. Additionally, GenFE-MT outper-
forms dEFEND on both datasets, suggesting that pre-trained 
models excel in generating explanatory evidence from original 
reports. 

Notably, RFFR outperforms the three ablation variants on 
both datasets, demonstrating that the evaluations of consistency, 
significance, and redundancy all enhance the effectiveness of 
RFFR in generating explanatory evidence. Furthermore, RFFR 
achieves state-of-the-art performance on RAWFC and displays 
ROUGE scores closely matching those of GenFE-MT on LIAR, 
indicating its capability to effectively extract explanatory evi-
dence. 
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(a) On the RAWFC dataset    (b) On the LIAR dataset 

Fig. 4. Comparison of performance of different ablation blocks in RFL. 

 
(a) On the RAWFC dataset    (b) On the LIAR dataset 

Fig. 5. Comparison of performance of different ablation blocks in FRL 

VI. CASE STUDY 

To further explore the process of evidence selection in RFFR 
from original reports, this study selected a case from each of the 
two datasets and visualized the selection of explanatory sen-
tences, with the results shown in TABLE III. It can be observed 
that in both the RAWFC and LIAR datasets, sentences with 
higher scores refuted the claim from various perspectives, while 
sentences with lower scores contributed less to the prediction of 
authenticity. This indicates that the assessments of consistency, 
significance, and redundancy, which are used to select explana-
tory sentences, are helpful in identifying the main factors for 
each sentence to serve as explanatory evidence. This method in-
creases the transparency of the system and the credibility of gen-
erating explanatory evidence. 

VII. CONCLUSION 

Existing fact-checking-based fake news detection methods 
encounter two main issues: a heavy reliance on fact-checking 

reports, which often lack explanatory evidence related to the 
original reports, and a superficial level of feature interaction. To 
tackle these challenges, this study proposes a Reading-aware Fu-
sion Fact Reasoning Network for explainable fake news detec-
tion. At the evidence retrieval level, a Hierarchical Encoding 
Layer is constructed to capture feature representations of text 
sentences and the full text, followed by a Fact Reasoning Layer 
that identifies the most relevant report and sentence representa-
tions as explanatory evidence, thus reducing dependence on 
fact-checking reports. At the feature fusion level, inspired by hu-
man reading behavior, a Reading-aware Fusion Layer is intro-
duced to learn dependencies between different feature represen-
tations for deep integration. Extensive experiments on the 
RAWFC and LIAR datasets validate the effectiveness of RFFR. 
Future work will focus on expanding RFFR for detection by in-
tegrating additional data modalities and knowledge bases. 
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TABLE III.  THE PROCESS OF RFFR SELECTING EXPLANATORY EVIDENCE IN THE ORIGINAL REPORT IS VISUALIZED 

Dataset: RAWFC 

Label: half 

Claim: U.S. House Speaker Nancy Pelosi publicly criticized the actions of federal agents in U.S. cities during pro-

tests in 2020—while simultaneously supporting a budget bill that would fund such law enforcement efforts. 
Evidence: As a comedian who claims he sees the faults in both major U.S. political parties, Jimmy Dore said this to 

fans amid clashes between Portland, Oregon, protesters and federal agents operating under...... 
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1. The new federal bill would change “the standard to evaluate whether law enforcement use of force be 
justify from whether the force be ‘reasonable’ to whether the force be ‘necessary’” accord to a bill summary send to 

McClatchy by the office of House Speaker Nancy Pelosi, D-San Francisco. 

0.8 0.7 0.9 0.7 1 

2. Congressional Democrats announce Monday that they want to raise the legal standard for when law en-

forcement officer can use deadly force, propose a bill similar to a new California law that aim to reduce lethal en-

counter. 

0.5 0.3 0.4 0.3 0 

3. Protests have call attention to the in-custody death of black men and woman, and urge law enforcement 
reform. 

0.2 0.7 0.4 0.3 0 

4. The Global Chapter of Black Lives Matter originally support the bill, but later pull it, say amendment to 

the bill add due to police concern have “significantly weaken” it. 
0.8 0.6 0.5 0.8 1 

Dataset: LIAR 
Label: pants-fire 

Claim: Hillary (Clinton), one time late at night when she was exhausted, misstated and immediately apologized for 

it, what happened to her in Bosnia in 1995. 
Evidence: Bill Clinton has implied that the media is biased and covers his wife too harshly. In Boonville, he seemed 

to lament that unfairness by warning...... 
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1. But there be a lot of fulminate because Hillary, one time late at night when she be exhaust, misstate and 

immediately apologize for it, what happen to her in Bosnia in 1995. 
0.3 0.3 0.5 0.2 0 

2. And some of them when they 're 60 they 'll forget something when they 're tire at 11 o'clock at night, too. 0.5 0.7 0.7 0.7 1 

3. His wife don't make the sniper fire claim one time late at night when she be exhaust. 0.5 0.8 0.3 0.4 0 
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