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Abstract—One of the foremost significant challenges in the 

continuously increasing technological environment is the 

requirement to secure the authenticity of data. Network security 

is a primary method for securing the confidentiality of data 

throughout communication, one of several types of data security 

assurance. To secure networks against additional cyberattacks, 

trustworthy Anomaly Detection (AD) is essential. The drawbacks 

of conventional AD are gradually increasing as various types of 

attacks and network changes continually evolve. The researchers 

of the present study propose a novel approach that incorporates 

Weighted Long Short-Term Memory (WLSTM) networks with 

Dynamic Network Representation Learning (DNRL) to address 

these problems, referring to it as the Weighted Dynamic Network 

Representation Learning (WDNRL) paradigm. This investigation 

develops the WLSTM utilizing the Weight of Evidence (WoE), 

which periodically determines weights to network features in the 

resulting network model. The WLSTM design functions as the 

network's coordinator, obtaining data from the recommended 

model, upgrading the representation, and aggregating the 

features. The findings showed that the proposed model achieved 

high accuracy rates of 99.85% for Denial of Service (DoS) attacks 

and 99.55% for Distributed Denial of Service (DDoS) attacks when 

evaluated using two datasets, NSL-KDD and CICIDS-2017, 

compared to different models. Additionally, the simulation's F1-

scores, recall rates, and precision are all above average, indicating 

that it is capable of identifying many network anomalies with 

minimal false positives (FP). 

Keywords—Network security; attacks; weighted dynamic 

network; anomaly detection; deep learning; LSTM 

I. INTRODUCTION 

As cyber-attacks become increasingly challenging, network 
security remains the primary concern for many businesses 
worldwide. Modern technologies involved in Anomaly 
Detection (AD) are gradually becoming crucial in this 
constantly evolving setting, aiming to detect anomalous 
patterns or behaviors that could indicate a network attack or 
threaten security [1]. The variable environment of computer 
network behaviors, the variation of potential anomalies, and the 
challenge of distinguishing between undetectable and fake 
activity anomalies are just a few of the significant issues that 
AD still faces and fails to address [2].  Despite these limitations, 
the traditional AD has contributed significantly to providing 
ample security, and the methods employed have ranged from 
statistical methods to Machine Learning (ML). All such models 
have their strengths and limitations. Out of the early traditional 
methods, many have frequently relied on predefined rules or 
thresholds. Such models, although effective for known attack 
patterns, have primarily challenged the task of detecting novel 
and sophisticated threats [3]. This limitation prompted the 

exploration of advanced Machine Learning (ML) and Deep 
Learning (DL), which have presented improved adaptability 
and can also learn to identify attacks based on data patterns 
without explicit programming. 

Even then, such solutions are also not without gaps; the ML 
and DL that were prominently used in more complex tasks, 
including popular choices like Generalized Regression Units 
(GRU) and Long Short-Term Memory (LSTM) [4], have also 
been faced with faults like such models can be hampered by 
drawbacks like the high dimensionality of network data, the 
imbalance between normal and anomalous samples, and also 
such models need for extensive labelled datasets for training. 

Moreover, the static nature of some of these models has 
significantly limited their effectiveness in certain types of 
environments where network behavior is constantly changing. 
To address such limitations, Graph Learning (GL) has been 
introduced, a novel method that represents network data in the 
form of graphs, enabling the capture of complex relationships 
and interactions within the network [5]. This unique GL 
paradigm encoding enhances the network data model, 
providing better AR. However, GL's use in network AD is 
currently in its earliest phases, and several ongoing research 
projects are attempting to determine methods to maximize its 
most significant use. 

Dynamic Network Representation Learning (DNRL) is an 
innovation in the domain that addresses AD challenges, 
particularly for networks that evolve [6]. Employing the 
physical and time data readily available in network data, the 
DNRL can operate in an AD and provide a deeper 
understanding of how networks perform. The synthesis of 
additional practical and verified DL designs, including GRU + 
LSTM, has enhanced the design's unique features. The DNRL 
integrates the parallel data processing abilities of GRU and 
LSTM with its DNRL limit, thereby rendering it more direct to 
find how data from networks continues to evolve. Including 
intricate data connections and temporal dynamics into AD 
enhances accuracy, making models more adaptable; DNRL's 
scalability, compared to other ML models, improves the 
analysis of vast volumes of network data. To circumvent the 
shortcomings of different approaches in network AD, the model 
employs a unified method. 

Weighted Dynamic Network Representation Learning 
(WDNRL), the model developed in this research, is based on 
the factors previously labeled. Dynamic network representation 
learning for Alzheimer's disease (AD) has been integrated into 
research employing what is recommended: Weighted Long 
Short-Term Memory (WLSTM). The WDNRL utilizes the 
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Weight of Evidence (WoE) enhanced LSTM to dynamically 
weight the features, allowing the model to adapt to changes in 
network configurations and interactions. This configuration 
helped the method to achieve improvement in the accuracy and 
timeliness of detecting the anomalies by employing a method 
to process the sequential network data and updating 
representations that are based on the interactions and temporal 
context by adjusting the parameters that impact the input 
features, which are measured using their predictive value the 
proposed WDNRL accurate AD. Evaluations of the WDNRL 
model were conducted using two datasets: the NSL-KDD and 
CICIDS-2017. The model yielded better results for all 
evaluated metrics compared to other models. The model 
achieved accuracies of 99.85% and 99.55% for DoS and DDoS 
attacks, respectively. It had shown precision of up to 98.35% 
and 96.35%, recall rates of 98.41% and 96.15%, and F1-scores 
of 97.38% and 97.17%, emphasizing its effectiveness in 
detecting a standard range of network AD with few False 
Positives (FP). 

The study is organized as follows: Section II presents the 
literature review for understanding existing works, Section III 
outlines the methodology of the proposed work, Section IV 
describes the experiment setup, dataset, and analysis of results, 
and finally, Section V concludes the work. 

II. LITERATURE REVIEW 

In [7], the authors provided a work about foundational 
survey that maps the landscape of AD in the field of dynamic 
networks. The work categorizes anomalies into four distinct 
types and presents an analysis of methods standard among 
numerous approaches, providing an understanding of AD 
behaviors. They have further elaborated on a two-tiered 
taxonomy that classifies the studied methods based on different 
conceptual intuitions and the specific types of anomalies the 
methods are employed to detect. In [8], the authors have 
introduced a model called CmaGraph, designed to measure 
distances between vertices using DL. Implementing a novel 
combination of detection communities and AD blocks of data, 
their model focused on enhancing the AD boundaries. Based on 
the findings of the test examination, which verified the 
proposed model using multiple real-world data sets, the model 
they developed performed superior in recognizing dynamic 
network anomalies. 

In [9], the authors developed a novel method termed 
Content-Aware Anomaly Detection (CAAD) to address the 
problem of recognizing anomalous connections and nodes from 
typical ones in a network of nodes. They achieved the layout of 
the method by integrating DNRL with an algorithm that 
encodes and decodes data. Convolutional Neural Networks 
(CNN) were used to build the design of their model. The 
network was built using structural and content data. The model 
was experimented with using different datasets, and the 
proposed CAAD proved superior performance when compared 
to other existing methods. In [10], the authors have suggested 
models targeted at exploring AD using a model built on 
blockchain transactions. The network of their model effectively 
leveraged the extensive amount of records and the practical 
application of the graph-like nature of blockchain data. Their 

research, using their projected model, has attempted to project 
the application and advantages of ML in the task of detecting 
anomalous transactions. It also revealed, through experimental 
analysis, that better performance was achieved using supervised 
learning techniques. 

In [11], the authors have suggested a contrastive mechanism 
for Temporal Representation Learning (TRL) in the field of 
dynamic networks by designing a method named “Dynamic 
Network Contrastive Representation Learning” (DNCL). The 
model's design considers factors such as network topology, 
node feature data, and network evolution and applies these 
factors to contrast objective functions, thereby exemplifying the 
effectiveness of DNCL. In [12], the authors have introduced the 
Pyramidal Image Anomaly Detector (PIADE), a DL designed 
to extract image features from input data at multiple scale 
levels. This representation-based method is distinct from other 
standard representation models, employing methods that utilize 
significant similarity and perceptual loss to compare an input 
image to its reconstructed version effectively. The PIADE’s 
effectiveness is proven on datasets such as CIFAR10, COIL-
100, and MVTec; for all these datasets, the proposed model 
generated better results.  In [13], the authors have attempted to 
tackle the complex problem of AD in dynamic and multi-
attributed network systems through the projected Multi-view 
Time-Series Hypersphere Learning (MTHL). The model 
attempted to project the multi-view time-series data into a 
shared latent subspace and learned a compact hypersphere 
around the normal samples; this way, it effectively 
distinguished between normal and abnormal cases. The method 
used in experiments has proven to have superior performance 
compared to other baseline methods. 

In [14], the authors have suggested a model named DynAD 
to detect anomalous edges in time-evolving networks. The 
DynAD was designed with a model that employs a temporal 
graph convolution network, along with pooling operations, to 
extract node embeddings. The model further utilizes the GRU 
for capturing temporal information. Furthermore, the model 
incorporates an attention mechanism into the network to 
enhance its ability to detect AD against other baseline methods. 

In [15], the authors have concentrated on exploring graph 
evolution-based prediction by learning spatiotemporal features, 
which are termed dynamics. Their method involved measuring 
the affinity scores related to nodes corresponding to the graphs. 
This way, the model provided a way to have better accuracy in 
detecting dynamic anomalies, and through this method, their 
model has addressed the challenge related to sparsity in real-
world networks. Their work was experimented with in-network 
features of public transportation, and the simulation revealed 
the effectiveness of the proposed model. In [16], the authors 
presents a model built using a convGRU-based autoencoder for 
learning the spatial-temporal features of raw network traffic in 
an unsupervised manner. The application could generate 
meaningful compressed features and provide an effective 
means of detecting anomalies based on residual loss. Although 
the model’s detection capability regarding compressed data was 
irrelevant, it still enriched AD by exploring an interpretability 
method and providing a better-compressed representation of the 
network traffic [17-20]. 
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III. METHODOLOGY 

A. WoE and Information Value in Network Anomaly Detection 

The Weight of Evidence (WoE) and Information Value (IV) 
are statistical measures traditionally used in credit scoring and 
risk assessment to transform definite variables into statistical 
numerical values and to evaluate the predictive strength of these 
variables. It is the natural logarithm of the ratio of the 
proportion of anomalies (positive) to the proportion of normal 
behavior (negative), as in Eq. (1): 

 𝑊𝑜𝐸 = 𝑙𝑛⁡(𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛⁡𝑜𝑓⁡𝐴𝑛𝑜𝑚𝑎𝑙𝑖𝑒𝑠 =

𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛⁡𝑜𝑓⁡𝑁𝑜𝑟𝑚𝑎𝑙⁡𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟 )  (1) 

For any network feature ′𝑥′ , with classes ′𝑥𝑖 ′ , WoE is 
calculated for each type to transform the categorical feature into 
a continuous scale that reflects the attributes related to AD. IV 
measures the cumulative predictive strength of a feature by 
calculating the sum of the differences in the proportions of 
anomalies and normal behaviors across all types of the feature, 
each weighted by their respective WoE, as in Eq. (2): 

𝐼𝑉⁡ = ∑𝑖  (𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛⁡𝑜𝑓⁡𝐴𝑛𝑜𝑚𝑎𝑙𝑖𝑒𝑠⁡⁡𝑖 −
⁡𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛⁡𝑜𝑓⁡𝑁𝑜𝑟𝑚𝑎𝑙⁡𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑟⁡⁡𝑖) ×𝑊𝑜𝐸𝑖   

 (2) 

The resultant IV values range from 0 to infinity (0 to ∞ ), 
out of which the higher values denote a more vital ability to 
predict network anomalies. 

Information Value (IV) can be interpreted as follows: 

 0 to 0.02: Not applicable for prediction. 

 0.02 to 0.1: Weak predictive power. 

 0.1 to 0.3: Medium predictive power. 

 0.3 to 0.5: Strong predictive power. 

 More remarkable than 0.5: Suspiciously high (maybe 
too good to be true or indicate data leakage). 

B. Standard LSTM 

LSTM is a type of Recurrent Neural Network (RNN) that is 
designed to overcome the challenges of learning long-term 
dependencies that were hard to solve using the traditional RNN. 
The LSTM units retain the data for extended periods due to their 
inherent structure. The LSTM is applied to fields such as time 
series analysis, Natural Language Processing (NLP), and 
network AD [21-25]. 

Each of the LSTM unit's models is characterized by a series 
of gates (see Fig. 1) that regulate the flow of data, which are 
described as follows: 

1) Cell state. The Cell state ′𝐶𝑡′ the LSTM unit's long-

term memory, which stores relevant information throughout the 

sequence processing. It is modified by the forget gate and the 

input gate to add or remove information. 

2) Forget gate. The Forget gate ′𝑓𝑡′ is used to determine 

which data to be maintained and which one to be discarded from 

the cell state. It applies a sigmoid function to the previous 

output ′ℎ𝑡−1′  and the current input ′𝑥𝑡′  which results in 

producing a value between 0 and 1 for each number in the cell 

state ′𝐶𝑡−1′, as in Eq. (3): 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)   (3) 

where, 

 𝑊𝑓, 𝑏𝑓 the weight matrix and bias for the forget gate 

 𝜎 the sigmoid function. 

3) Input gate. The input gate ′𝑖𝑡′ is employed to determine 

which new data is stored in the cell state. Simultaneously, it 

uses a tanh layer to create a vector of new candidate values, 𝐶̃𝑡, 
that could be added to the state, as in Eq. (4) and Eq. (5): 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)   (4) 

𝐶̃𝑡 = tanh⁡(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)   (5) 

where, 

𝑊𝑖 ,𝑊𝐶 and 𝑏𝑖 , 𝑏𝐶   The weight matrices and biases for the 
input gate and the candidate values. 

4) Cell state update. The old cell state 𝐶𝑡−1 is updated to 

that of the new cell state ′𝐶𝑡′ by multiplying the old state value 

by that of the forget gate's output to discard the irrelevant data 

and perform the task of adding the input gate's output that is 

being multiplied by the candidate values to add new 

information, as in Eq. (6): 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶̃𝑡    (6) 

5) Output gate. The output gate  𝑜𝑡 is used to decide what 

part of the cell state is used for the output. A tanh function 

filters this output to ensure values stay between -1 and 1, and 

then it is multiplied by the output value of the sigmoid gate, as 

in Eq. (7) and Eq. (8): 

𝑜𝑡 = 𝜎(𝑊𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)   (7) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh⁡(𝐶𝑡)    (8) 

where, 

 𝑊𝑜, 𝑏𝑜  The weight matrix and bias for the output gate 

 ℎ𝑡 The final output of the LSTM unit at time ′𝑡′. 

 

Fig. 1. LSTM 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 6, 2025 

308 | P a g e  

www.ijacsa.thesai.org 

C. Weighted LSTM (WLSTM) 

The WLSTM enhances the standard LSTM using a 
weighting mechanism (Fig. 2). This weighting mechanism-
based enhancement is done using the WoE for each of the input 
features. The WoE using the input feature dynamically adjusts 
the impact of each input feature based on its predictive value 
regarding network anomalies. This enhancement enables the 
LSTM to improve its accuracy for AD in a network 
environment where features vary significantly over time. The 
WoE factored input data is fed into the input gate of the LSTM 
[26-30]. 

The method of integrating WoE to LSTM is discussed 
below: 

1) Modified input gate. The input gate in WLSTM, which 

is represented as ′𝑖𝑡
𝑤′ that integrates the WoE by weighting the 

input features ′𝑥𝑡′, as in Eq. (9): 

𝑖𝑡
𝑤 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, (𝑥𝑡 ×WoE⁡(𝑥𝑡))] + 𝑏𝑖)  (9) 

Similarly, the candidate values for the cell state update, 𝐶̃𝑡
𝑤, 

are calculated using the weighted inputs Eq. (10): 

𝐶̃𝑡
𝑤 = tanh⁡(𝑊𝐶 ⋅ [ℎ𝑡−1, (𝑥𝑡 ×WoE(𝑥𝑡))] + 𝑏𝐶)  (10) 

2) Cell state update. The cell state update is then modified 

to adapt to that of the WoE-modified input gate and candidate 

values, as in Eq. (11): 

𝐶𝑡
𝑤 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡

𝑤 ∗ 𝐶̃𝑡
𝑤   (11) 

3) Output gate and final output. The output gate's function 

remains unchanged except for the inputs to this gate, which 

have been modified in the previous steps, and so the same is 

reflected in the final output, as in Eq. (12): 

ℎ𝑡
𝑤 = 𝑜𝑡 ∗ tanh⁡(𝐶𝑡

𝑤)    (12) 

 

Fig. 2. WLSTM architecture. 

D. Problem Definition 

Let us consider a network represented by a graph 𝑁 =
(𝑆, 𝐶), 

where, 

 𝑆  The set of nodes related to network devices and 
endpoints. 

 𝐶′ The connections between these nodes. The network 
behaviour over time is represented as a set of events. 
(𝑠𝑎 , 𝑠𝑏 , 𝜏), in which 𝑠𝑎, 𝑠𝑏 denote the nodes. 

 𝜏  The time related to the interaction between both the 
nodes. 

The problem defined here is to do the updation of the DNRL 
based on the network's evolving network and to represent it in 

a reduced vector space 𝑍𝑑 to find the anomaly. 

In real-world network environments, configurations and 
interactions change over time [31-35]. 

The changes in a network may happen due to any of the 
following actions: 

 Addition of a New Node: This represents a device 
joining the network without initial connections. 

 Creation of a New Connection: A new communication 
link is established between two nodes. 

 Integration of a Connected Node: A new node joins and 
connects to existing nodes. 

 Node Removal: The disconnection or failure of a 
network node. 

 Connection Termination: The end of a communication 
link between nodes. 

 Network Topology Changes: Adjustments in the 
network's structure due to various factors. 

The proposed WDNRL (Fig. 3), utilizes the WLSTM to 
perform dynamic feature weighting and representation 
learning, thereby enhancing the DNRL. The model utilizes the 
WLSTM to process weighted features over time, identifying 
changes in the network’s state and facilitating effective AD. 

The proposed WDNRL is done using the following process: 

1) Feature aggregation. Collecting network features over 

time and assigning weights based on their predictive value for 

AD. 

2) Representation update. Continuously refining the 

network's vector selection to reflect its current state, using an 

optimization that ensures similar entities are represented 

closely in 𝑍𝑑. 
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Fig. 3. WDNRL. 

E. Aggregating Feature Data for Dynamic Anomaly Detection 

The feature data aggregation technique employs 
predetermined parameters for learning distinct aggregation 
functions, which are denoted as 𝐴𝑔𝑔𝐹𝑛  for each layer ′𝑛′ 
within the range of 1 to 𝑁. These functions collate data from an 
entity's 𝑛-th layer neighbours using a set of weight matrices. 
𝑊𝑛  for each layer to help the flow of data across different 
network depths [36-40]. Procedure 1 presents the function of 
aggregating the feature data. 

Procedure 1: Aggregation of Feature Information 

Step 1. Input: Graph 𝑁 = (𝑆, 𝐶) ; initial features {𝑥𝑠 , ∀𝑠 ∈ 𝑆} ; 

depth 𝑁 ; weight matrices 𝑊𝑛 , ∀𝑛 ∈  {1,2, … , 𝑁} ; non-linear 

activation 𝜎 ; aggregation functions AggF𝑛 , ∀𝑛 ∈ {1,2, … ,𝑁} ; 

neighborhood sampling sets 𝑁𝑛 , ∀𝑛 ∈ {1,2, … ,𝑁}. 

Step 2. Output: Vector selection as 𝑧𝑠 for all 𝑠 ∈ 𝑆. 

Step 3. Initialize ℎ𝑠
0 = 𝑥𝑠 for each entity 𝑠 ∈ 𝑆. 

Step 4. For Each layer 𝑛 = 1 to 𝑁 : 

Step 5. For Each entity ∈ 𝑆 

Step 6. Aggregate features ℎ𝑁(𝑠)
𝑛 = AggFn⁡({ℎ𝑢

𝑛−1, ∀𝑢 ∈ 𝑁𝑛(𝑠)}). 

Step 7. Update entity feature ℎ𝑠
𝑛 = 𝜎 (𝑊𝑛 ⋅ concat⁡(ℎ𝑠

𝑛−1, ℎ𝑁(𝑠)
𝑛 )). 

Step 8. Normalize ℎ𝑠
𝑛 to unit length for each entity 𝑠 ∈ 𝑆. 

Step 9. Assign 𝑧𝑠 = ℎ𝑠
𝑁 for each entity 𝑠 ∈ 𝑆. 

The input for the aggregation procedure comprises the 
network graph 𝑁 = (𝑆, 𝐶) alongside the feature data for the 
entities within the network, denoted as 𝑥𝑠, ∀𝑠 ∈ 𝑆. A sampling 
strategy is deployed to find and select neighboring entities 
across 1 to 𝑁  layers surrounding an assumed entity. 
Subsequently, the features of these selected neighboring entities 
are compiled. Further, a pooling approach, 𝐴𝑔𝑔𝐹𝑝𝑜𝑜𝑙

𝑛 , is 

employed for aggregation, defined as the element-wise 

maximum max({𝜎(𝑊pool ⋅ ℎ𝑢𝑖
𝑛 + 𝑏), ∀𝑢𝑖 ∈ 𝑁(𝑠)}) , where 

max represents the element-wise maximum operation, and ′𝜎’ 
is a non-linear activation function. The current selection of an 
entity, ℎ𝑠

𝑛−1  along with the pooled vector of neighborhood 
features, ℎ𝑁(𝑠)

𝑛 , are then processed through a fully connected 

layer employing the non-linear activation function ′𝜎′, which 
effectively updates the entity's selection. The outcome is the 
enhanced vector selection of entity ′𝑠′. 

F. Updating Network Selection for AD 

The recommended method provides a model for refreshing 
entity models based on inputs collected in response to network 
dynamics. This method enables objects to rapidly modify their 
models to reflect the evolving state of the network by 
emphasizing the incorporation of recent changes to the 
network. The method of updating the web model is explained 
in Procedure 2. 

Procedure 2: Network Selection Update Using WLSTM 

Input: Change indicator (flag); vector selection 𝑧𝑠𝑎(𝜏) and 

𝑧𝑠𝑏(𝜏); prior selection state 𝑟𝑠(𝜏−); time interval Δ𝜏 ; decay 

function 𝑔; weight matrices 𝑊1,𝑊2; activation function act⁡(⋅). 

Output: Updated selection state 𝑟𝑠(𝜏). 

Step 1. Formulate the entity impact embedding 𝑒(𝜏) =

act⁡(𝑊1 ⋅ 𝑧𝑠𝑎(𝜏) +𝑊2 ⋅ 𝑧𝑠𝑏(𝜏) + 𝜖), capturing the essence 

of recent interactions. 

Step 2. Utilize 𝑔(Δ𝜏) to modify the selection, highlighting the 

significance of temporal proximity to the last update. 

Step 3. Employ the WLSTM×to refresh the entity's selection 

as 𝑟𝑠(𝜏) , considering the impact embedding 𝑒(𝜏) , the 

preceding selection state 𝑟𝑠(𝜏−), and the change flag. 
In this model, the network changes are perceived as 

sequences which are denoted by (𝑠𝑎 , 𝑠𝑏 , 𝜏, flag ), where 𝑠𝑎 and 
𝑠𝑏  represent the entities involved, ′𝜏′  indicates the time of 
change, and the flag defines network expansion ( 𝑓𝑙𝑎𝑔 = 1 ) or 
contraction (flag = −1). The WLSTM is employed to handle 
temporal dynamics, thereby enabling the model to adapt to 
changes in network dynamics [41-45]. To establish consistency 
among closely situated entities, an optimization technique is 
used to minimize the dissimilarity, which is defined as a loss 
function, as in Eq. (13): 

𝐽(𝑧𝑠) = −Log⁡(𝜎(𝑧𝑠
𝑇𝑧𝑠′)) − 𝑄 ⋅ 𝔼𝑠𝑛∼𝑃𝑛(𝑠) [Log⁡(𝜎(−𝑧𝑠

𝑇𝑧𝑠𝑛))] 

(13) 

where, 

 𝑧𝑠 The embedding of an entity impacted by network 
changes 

 𝑄  The count of negative samples drawn 
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 𝑃𝑛(𝑠) d A distribution for negative sampling, 𝑠′ is a 
neighbouring entity near 

 𝑠, 𝑠𝑛   Entities sampled from the negative sampling 
distribution. 

IV. EXPERIMENTAL SETUP 

The experiments were conducted using a server equipped 
with an Intel(R) Core(TM) i5-10210U CPU at 2.11 GHz, 
running Windows 10 and utilizing PyTorch for model 
implementation. 

A. Dataset for Experimentation 

For the aim of testing the success rate of the proposed 
approach, the present research utilizes two distinct datasets: 
NSL-KDD and CICIDS-2017. 

1) NSL-KDD. A collection of four distinct types of 

cyberattacks has been included in the NSL-KDD dataset. These 

are Denial of Service (DoS), User-to-Root (U2R), Remote-to-

Local (R2L), and Probing (Probe). The dataset also includes 

data on normal network activities. The dataset comprises 41 

features for all samples and includes an ID for each example, 

indicating whether it represents a typical instance or a malicious 

attack type. 

2) CICIDS-2017. The CICIDS-2017 dataset captures 79 

network flow features. The dataset comprises various 

connection logs, including SSH, email, HTTP, and FTP, 

collected from 25 users on different operating systems. 

The following Tables I and II present the type of attacks 
contained in both datasets: 

TABLE I ATTACK TYPES IN NSL-KDD DATASET 

Dataset Split U2R DoS R2L Probe Normal 

NSL-KDD 
Train 52 45,927 995 11,656 67,343 

Test 67 7458 2887 2422 9710 

TABLE II ATTACK TYPES IN THE CICIDS-2017 DATASET 

Dataset 
Spli

t 

DDo

S 

FTP-

Patator 

PortS

can 

SQL 

Injection 

Beni

gn 

CICIDS-

2017 

Tra

in 

112,9

01 
6997 

140,04

3 
19 

72,73

97 

Tes

t 

2538

8 
1574 31,492 4 

163,5

72 

The WDNRL was compared against other baseline models, 
such as RNN, LSTM, and DNRL + LSTM [46-50]. The 
proposed model was trained using the hyperparameters shown 
in Table III for the above two datasets: 

TABLE III HYPERPARAMETER FOR TRAINING 

Hyperparameter Specific Value 

Learning Rate 1e−3 

Number of Epochs 200 

Batch Size 6464 

Weight Decay 1e−4 

LSTM Hidden Units 256 

Sequence Length 30 

Learning Rate Scheduler Step Decay 

Dropout Rate 0.2 

Negative Sampling Rate 10 

Embedding Dimension 128 

B. Evaluation Metrics 

The evaluation of the model is done using the following 
metrics: 

 Accuracy: It measures the model’s ability in correct AD, 
as in Eq. (14): 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (14) 

 Precision: It measures the proportion of accurate AD 
traffic to that of the total classified as attacks in the 
dataset, as in Eq. (15): 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (15) 

 Recall: It calculates the fraction of correctly predicted 
attack traffic over the actual attack instances, as in Eq. 
(16): 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (16) 

 F1-score: The F1-score is the harmonic mean of 
precision and recall, as in Eq. (17): 

F1-score =
2× Precision × Recall 

 Precision + Recall 
   (17) 

C. Accuracy Analysis 

In the NSL-KDD (Table IV and Fig. 4), the proposed 
WDNRL achieved an impressive accuracy of 99.85% for 
Denial of Service (DoS) attacks, surpassing the scores of the 
other models. Next, the DNRL with LSTM follows closely at 
98.7%. For the probing attacks, the WDNRL scored 98.76% 
accuracy. Remote-to-Local (R2L) and User-to-Root (U2R) 
attacks are challenging types of attacks to detect. For these 
attacks, the proposed model achieved accuracies of 87.21% and 
78.57%. The improvement of LSTM achieved using WoE is 
reflected in the results, showing a notable 10% decrease in U2R 
attacks. 

For the CICIDS-2017 (Table IV and Fig. 4), the WDNRL 
proves a clear edge over all other models, achieving accuracies 
of 99.55% and 98.46% for detecting Distributed Denial of 
Service (DDoS) and FTP-based attacks. In detecting PortScan 
(PS) and SQL injection attacks, the WDNRL achieves 
accuracies of 94% and 86.95%, which is a significant 
improvement over the immediately following DNRL with 
LSTM, which achieved only 67.5% and 79% [51-55]. 

It is also worth noting that the proposed model achieves the 
highest score in classifying normal traffic, with a perfect score 
of 100 and 99.7% for the NSL-KDD and CICIDS-2017. 
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TABLE IV ACCURACY PERFORMANCE RESULTS 

Models 

NSL-KDD CICIDS-2017 

D

oS 

Pro

bin

g 

R

2L 

U

2

R 

No

rm

al 

D

Do

S 

F

T

P 

PS 

S

Q

L 

No

rm

al 

RNN 

96

.0
4 

93.

63 

80

.3
3 

64

.2
8 

97.

3 

94

.4
4 

94

.8
2 

53

.1
3 

76

.7
1 

93.

7 

LSTM 

97

.0

8 

94.
28 

79

.3

5 

61

.7

3 

98.
6 

93

.7

7 

93

.4

4 

74

.5

9 

77

.6

8 

94.
1 

DNRL +  
LSTM 

98

.7

7 

97.
68 

85

.1

6 

68

.5

4 

99.
76 

96

.2

6 

95

.3

6 

67

.5

7 

79

.0

9 

97.
5 

WDNRL 
(Proposed

) 

99
.8

5 

98.

76 

87
.2

1 

78
.5

7 

100 
99
.5

5 

98
.4

6 

94 
86
.9

5 

99.

7 

 

Fig. 4. Accuracy analysis for the NSL-KDD and CICIDS-2017 

D. Precision Analysis 

Table V and Fig. 5 present the analysis of the precision 
achieved by the proposed model and the other compared 
models. For the NSL-KDD, the proposed model achieves a 
precision of 98.35% for DoS attacks and 96.29% for Probing 
attacks; these high scores demonstrate its effectiveness in 
accurately identifying threat types with minimal error. Further, 
the model shows 91.03% and 79.61% precision scores for the 
R2L and U2R attacks [56-60]. When compared to the CICIDS 
again, the proposed model showed better performance across 
all attacks. Specifically, the WDNRL achieved a precision of 
96.35% in detecting DDoS attacks and 94.61% for FTP-based 
anomalies. Additionally, the precision in identifying PortScan 
and SQL injection attacks reached scores of 98.78% and 
83.92%, respectively. From both datasets, the proposed model 
showed a much higher score than the other compared models 
[61-70]. Further, the model’s performance in detecting normal 
traffic was also higher, with 99% and 98.3% precision for the 
NSL-KDD and CICIDS. 

TABLE V PRECISION PERFORMANCE RESULTS 

Models 

NSL-KDD CICIDS-2017 

D

oS 

Pro

bin

g 

R

2L 

U

2

R 

No

rm

al 

D

Do

S 

F

T

P 

PS 

S

Q

L 

No

rm

al 

RNN 
96

.3 

96.

21 

84

.9
8 

60 
95.

26 

94

.0
3 

89

.5
9 

70

.4
7 

72

.4
7 

91.

36 

LSTM 

96

.5

6 

94.
21 

78

.3

2 

62

.6

7 

96.
5 

93

.6

2 

91

.9

5 

79

.4

7 

73

.9

6 

92.
56 

DNRL + 
LSTM 

96
.6 

94.
85 

77

.3

7 

70

.9

1 

97.
1 

93

.8

6 

92

.9

7 

64

.8

1 

77

.1

1 

94.
28 

WDNRL 
(Proposed

) 

98
.3

5 

96.

29 

91
.0

3 

79
.6

1 

99 
96
.3

5 

94
.6

1 

98
.7

8 

83
.9

2 

98.

23 

 

Fig. 5. Precision analysis for the NSL-KDD and CICIDS-2017 

E. Recall Analysis 

Table VI and Fig. 6 analyze the performance of the 
proposed model in comparison with the other models in terms 
of the Recall metric. For the NSL-KDD, the WDNRL's recall 
performance was the highest, capturing all attacks without 
missing them mainly. For the DoS and Probing attacks [71-75], 
the proposed model achieved scores of 98.41% and 96.38%. 
The recall scores for the Remote to Local (R2L) and User to 
Root (U2R) attacks were 85.36% and 62.9%, respectively. The 
only model that could come close is the DNRL + LSTM [76-
82]; the rest of the models performed too poorly compared to 
the proposed model. For CICIDS-2017, a similar trend was 
observed, with the proposed model exhibiting a higher recall 
score across all attack cases, recording 96.15% recall in 
detecting DDoS, 95.13% for FTP-based attacks, 78.32% for 
PortScan, and 84.25% for SQL injection attacks. For both 
datasets, the model achieved recall rates of 98.1% and 98.2% 
for normal cases in the NSL-KDD and CICIDS-2017. 
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TABLE VI RECALL PERFORMANCE RESULTS 

Models 

NSL-KDD CICIDS-2017 
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4 

93.
28 
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1 
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38 
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6 
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.9 

98.

1 
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5 
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.1

3 
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2 
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5 
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Fig. 6. Recall analysis for the NSL-KDD and CICIDS-2017 

F. F1-Score Analysis 

Table VII and Fig. 7 present the results of F1-score metrics 
from the NSL-KDD and CICIDS-2017. On the NSL-KDD 
dataset, the WDNRL, as seen in the earlier metrics, was the 
higher-performing model, achieving F1-scores of 97.38% and 
97.34% for DoS and Probing attacks. For R2L and U2R attacks, 
it scored 91.2% and 78%. The next performing model was 
DNRL + LSTM, which scored 94.6%, 95.2%, 84.2%, and 61% 
for DoS, Probing, R2L, and U2R. When compared to the 
CICIDS-2017, the proposed model again demonstrated higher 
F1-score values, achieving 97.17% and 96.16% for DDoS and 
FTP, respectively, as well as 88.1% and 91.38% for PortScan 
(PS) and SQL injection attacks. In comparison to classifying 
normal traffic, the proposed model achieved an impressive 
score of 99.2% for NSL-KDD and CICIDS-2017. 

Upon comparing all the metrics, it is evident that the 
proposed model outperformed the others, achieving the highest 
score across all metrics for both datasets. The next model that 
follows the proposed model is the DNRL+ LSTM for all 
metrics in both datasets. Of the other two models, the RNN and 
its variant, LSTM, exhibit similar performance, with LSTM 

holding a slight edge in certain metrics for specific types of 
attacks. 

TABLE VII F1 PERFORMANCE RESULTS 
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Fig. 7. Recall analysis for the NSL-KDD and CICIDS-2017. 

V. CONCLUSION AND FUTURE WORK 

This study aims to adapt the DNRL for use in AD 
applications within networks. The study proposed designing a 
better AD for dynamic network instances. The idea was 
cropped with the introduction and progress in the field of DNR. 
The study attempted to optimize the standard DNRL by 
incorporating a weighted concept to aggregate features of 
higher importance to the network AD. To achieve this, the 
proposed study introduced a WoE-optimized LSTM that 
computes the WoE over the possible AD against normal traffic 
for the input data. Using the WLSTM, the WDNRL effectively 
navigates the evolving landscape of network features. The 
effectiveness of the proposed model was evaluated using the 
NSL-KDD and CICIDS-2017 datasets, with metrics including 
accuracy, precision, recall, and F1-score. It is observed that, for 
all metrics, the proposed model outperforms the other baseline 
models for all attack instances. 
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Future work would focus on enhancing the model by 
integrating more advanced DL and scaling the model to other 
AD modalities. 
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