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Abstract—In the digital age, the spread of false information 

across languages in digital form threatens the authenticity and 

credibility of information. This study aims to develop an efficient 

hybrid deep learning model for detecting cross-lingual fake news, 

particularly in resource-constrained environments, by enhancing 

the embedding process. It proposes a lightweight model that 

combines MUSE embeddings with CNN, LSTM, and LSTM-CNN 

architectures to evaluate performance across various language 

pairs with Indonesian as the source language. Experiments show 

that linguistic similarity significantly influences classification 

performance. CNN achieves an F1-score of 82% for the 

Indonesian–Malay pair, a similar language pair. While LSTM 

achieves 97% for the Indonesian–German language pair (a 

structurally different language pair). These findings highlight the 

effectiveness of hybrid architectures and multilingual embeddings 

in improving cross-lingual fake news detection, especially when 

English is not the source language. The proposed method provides 

a reliable yet computationally efficient solution for multilingual 

misinformation detection in resource-constrained environments. 
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I. INTRODUCTION 

Research on cross-lingual fake news detection attempts to 
overcome the obstacles raised by language diversity in global 
news exchange. The main challenge is to make the model able 
to understand and analyze news text in multiple languages 
without changing the original meaning. In addition, most fake 
news datasets currently support only one language, making them 
less effective in multilingual environments [1]. In addition, the 
lack of labeled data for low-resource languages can hinder the 
development of fake news detection methods. 

To overcome this problem, cross-lingual research utilizes 
methods such as cross-lingual embedding or transfer learning 
that enable cross-lingual comparison and analysis without 
having to translate the entire dataset. As research in [2] shows, 
cross-lingual knowledge transfer is becoming a focus of 
research as it can help overcome the limitations of training data 
in the target language. Furthermore, research in [3] further 
explains that cross-lingual embedding can help deal with cross-
lingual challenges and transfer learning to align texts from 
different languages into the same vector space, thus enabling 
interlanguage comparison and analysis without translating the 
entire dataset. This approach emphasizes language diversity and 
the need for models that can adapt to various multilingual 
datasets. In line with these challenges, the widespread use of 

online social media presents both opportunities and difficulties 
in terms of news spread. Social media platforms disseminate 
news from diverse sources, including real and fake news, 
significantly shaping our perspectives on rapidly circulating 
information. However, this information is not always reliable, 
and it becomes increasingly difficult to assess the accuracy of 
news content. As discussed in recent studies, social media 
platforms target users’ emotions through news dissemination 
often manipulating perceptions [4]. Therefore, distinguishing 
between real and fake news in this domain has become a crucial 
research problem. Given the unique characteristics of social 
media and the strategies employed by fake news authors, 
existing detection algorithms may not be effective, highlighting 
the need for more robust models that can explain not only the 
content but also the context of information [5]. 

Through a hybrid learning approach, this research integrates 
several machine learning models with techniques such as 
transfer joint learning and MUSE embeddings. These 
approaches can enable cross-lingual analysis without the entire 
dataset needing to be translated. The transfer joint learning 
approach allows the model to utilize knowledge from the source 
language (Indonesian) and apply it to other target languages, 
while MUSE embeddings allow alignment across different 
languages, ensuring better contextual understanding. It is 
expected that the use of hybrid learning can improve the 
adaptability of fake news detection models in Indonesian and 
other languages, providing more accurate and robust solutions, 
especially for languages with limited datasets [6], [7]. 

Additionally, using MUSE embeddings as the main 
component of this research enables words from different 
languages to be represented in the same space. This significantly 
improves the model's ability to understand different language 
variations and enhances its cross-lingual fake news detection 
capabilities. MUSE embeddings provides a richer understanding 
for the model to learn from Indonesian source data and transfer 
that knowledge to other target languages. This approach 
contributes not only to fake news detection, but also to the 
development of more effective methods for overcoming the 
challenges of multilingual research [8]. 

Despite the growing interest in cross-lingual fake news 
detection, many existing approaches rely heavily on translation-
based pipelines or pre-trained transformer models that are 
computationally expensive and language-biased. Most studies 
still focus on high-resource languages such as English, 
neglecting the unique challenges faced by low-resource 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 6, 2025 

689 | P a g e  

www.ijacsa.thesai.org 

languages like Indonesian. Furthermore, few studies have 
systematically explored the effect of linguistic similarity on 
hybrid models using classical neural architectures across a wide 
set of language pairs. 

To address these limitations, this study investigates the 
following research question: “Can the integration of MUSE 
embeddings with hybrid LSTM-CNN architectures improve the 
effectiveness of fake news detection across linguistically diverse 
language pairs, particularly in low-resource settings?” We aim 
to fill the gap by proposing a lightweight, translation-free model 
that leverages cross-lingual embedding and joint learning 
without requiring expensive resources. Our approach prioritizes 
adaptability across multiple languages while preserving 
performance in structurally distinct linguistic contexts. 

Therefore, this research aims to improve cross-lingual fake 
news detection by implementing a hybrid model that combines 
multiple neural architectures (CNN, LSTM, and LSTM-CNN) 
along with embedding-based cross-lingual embedding. The 
main contributions of this research are as follows: (1) investigate 
the impact of linguistic similarity on model performance in a 
cross-lingual setting, (2) evaluate a hybrid learning approach for 
detecting fake news across structurally distinct languages, and 
(3) demonstrate that using non-English languages as sources in 
a cross-lingual scenario with limited resources can provide 
competitive results. These findings are expected to provide new 
insights into cross-lingual fake news detection and aid the 
development of more inclusive and adaptable detection systems 
[9]. 

The rest of the study is organized as follows. Section II 
discusses the related works, Section III describes the proposed 
methodology, Section IV presents the experimental results and 
discussion in Section V, and Section VI concludes with 
conclusions and future research directions. 

II. RELATED WORKS 

The spread of misleading information, often referred to as 
"fake news," has been a major area of research, particularly in 
understanding the effect of linguistic similarity on hybrid 
models [7], [10]. Several researchers are interested in 
developing methods for effective detection and classification of 
fake news. One of the popular approaches is NLP (Natural 
Language Processing), which involves analyzing text, such as 
tweets or posts [11], [12]. Building on this challenge, research 
has explored methods for detecting fake news. One such study 
used the FakeNewsNet dataset [13]. This data set, which 
contains 260,000 news articles related to Twitter, is categorized 
into two subsets: PolitiFact and GossipCop. The researchers 
evaluated various machine learning models on this dataset, 
including Support Vector Machines (SVM), Logistic 
Regression, Naive Bayes, and Convolutional Neural Networks 
(CNN). The results of the PolitiFact test for SVM testing show 
an accuracy of 58% and a GossipCop showed 47%. PolitiFact's 
test results using logistic regression are 64%, whereas 
GossipCop's results were 82%. Naive Bayes testing returned 
results of 70% for GossipCop and 61% for PolitiFact. Lastly, the 
results of CNN's test on PolitiFact was 62% and 70%, 
respectively, for GossipCop. 

Fake news detection is often conducted using monolingual 
datasets, but it can also utilize multilingual or cross-lingual 
datasets. Researchers have explored cross-lingual approaches, 
as seen in study [14], which studied fake news detection in a 
Mandarin-English language dataset using CNN, LSTM, 
Transformer, and BERT, and compared it with the MST-FaDe 
model. The research results indicated that MST-FaDe achieved 
the highest accuracy (88%) with an 80% training data 
proportion. Similarly, [15] developed a BERT-based model for 
multilingual fake news detection, effectively addressing 
linguistic differences in Indonesian, Hindi, and Swahili, which 
proves beneficial for languages with limited resources. 
Meanwhile, the study in [16] implemented the Passive 
Aggressive Classifier, Bi-LSTM, and RoBERTa, with Bi-
LSTM achieving an accuracy of 61% on the best dataset. 
Although these studies highlight the effectiveness of 
Transformer-based models, LSTMs and CNNs remain widely 
used due to their efficiency and ability to handle multilingual 
data with fewer resources. The study developed these findings 
by integrating LSTM and CNN with MUSE embeddings, which 
aligns cross-lingual word representations without requiring full 
dataset translation. 

In addition to the use of universal languages such as English, 
Indonesian has also been explored in cross-lingual research. As 
was done in the study [7], utilizing multilingual word 
representations without requiring the translation of a full dataset, 
allowed the model trained on English and German to generalize 
well to Indonesian. Interestingly, Dutch performs better than 
English in some cases, most likely due to the morphological and 
phonetic similarities to Indonesian. A study comparing 
monolingual and multilingual BERT-based models found that 
BiLSTM-CRF combined with IndoBERT (which had been 
previously trained) achieved an F1-Score of 94.90, proving its 
effectiveness in addressing word ambiguity in Indonesian [17]. 

The findings suggest that this approach is effective for 
enhancing the detection of fake news in Indonesian, achieving a 
high precision rate of 90% through transfer learning in 
multilingual models. Several approaches have been explored for 
detecting fake news, including the use of deep learning models, 
which can be used independently or in a hybrid configuration. 
Although architectures such as BERT and RoBERTa have 
demonstrated advanced performance in NLP tasks [14], [18], 
requires massive computational resources and large-scale 
multilingual training data, these might not always be available 
in real-world scenarios. 

Moreover, LSTM and CNN provide a more efficient 
alternative for detecting fake news, especially in resource-
constrained LSTM excels in modeling long-range dependencies, 
making it effective for processing sequential data, while CNN is 
particularly well-suited for capturing spatial and local patterns 
in text [19]. Further, the study in [20] introduced the sMemNN 
model, which integrates a similarity-based matrix mechanism 
and achieves an accuracy of 88.57%, outperforming 
CNN+LSTM (48.54%) and LSTM+CNN (65.36%). The lower 
performance of CNN+LSTM could be due to the dataset 
balancing technique and the missing pooling layer in CNN. 

Although many previous studies have examined fake news 
detection using neural models and multilingual data, several 
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limitations remain [9], [14], [15]. First, most approaches focus 
on high-resource languages such as English, neglecting 
performance on low-resource languages such as Indonesian. 
Second, many studies rely on large transformer models that 
require intensive computation, limiting their application in 
resource-constrained environments. Finally, few studies 
explicitly analyze the influence of linguistic similarity between 
language pairs on model performance. This study addresses 
these issues by proposing a lightweight hybrid model based on 
CNN, LSTM, and MUSE embeddings, enabling efficient cross-
lingual fake news detection without translation and with better 
adaptation to structurally diverse languages. 

III. METHODOLOGY 

This research focuses on cross-lingual fake news detection 
using a hybrid learning approach. The model must handle text 
in multiple languages and integrate information from various 
sources. It uses Baseline and Hybrid Learning (CNN, LSTM) to 
model text classification on fake news datasets, improving 
accuracy and performance. The flow of the modeling process in 
this research is illustrated in Fig. 1. 

 
Fig. 1. Modeling process. 

A. Data and Preprocessing 

In the initial stage, we conducted data collection by selecting 
Indonesian language datasets [21], [22], [23] as the source 
dataset and several other languages as the target dataset. The 
languages selected as targets are Malay [24], German [25], 
Spanish [26], and English [27]. Each dataset consists of 10,000 
data entries that have been labeled real or fake to support the 
classification process in this study. The selection of datasets 
from different languages aims to explore the effectiveness of the 
model in detecting fake news in a multilingual environment 
through a cross-lingual approach, where the model is trained in 
the source language and evaluated in the target language. This 
dataset selection aligns with the objective of evaluating fake 
news detection in low-resource multilingual contexts. The 
variation in linguistic similarity among the target languages also 
enables an analysis of how language structure influences cross-
lingual model performance. 

Data preprocessing was performed using techniques adapted 
to the characteristics of each language. For Indonesian and 
Malay datasets, we used the Sastrawi stopword technique [28] 
to eliminate common words that are not important to the 
classification. Meanwhile, for German, Spanish, and English, 
NLTK stopword are used in study [29] combined with the 
Snowball stemmer to maintain the base form of the word. In 
addition, there is an additional step for special character cleaning 

in German and Spanish, such as the characters ä, ö, ü, Ä, Ö, Ü, 
ß in German and á, é, í, ó, and ú in Spanish. This character-
cleaning process is performed so that the model can focus on the 
important features without being affected by character 
variations. 

B. Cross-Lingual Embedding 

Cross-lingual embedding is a vector representation of words 
that can be used across different languages. The goal is to map 
each word in different languages into the same embedding 
vector space, so that words that have the same meaning in 
different languages will be close together in the embedding 
space. According to [30], cross-lingual embedding enables 
cross-lingual comparison of word meanings, which is very 
important for machine translation, bilingual lexicon formation, 
or cross-lingual information retrieval. In addition, this model 
allows model transfer between different languages. For 
example, between a high-resource and a low-resource language, 
providing the same representation space. The majority of cross-
lingual embedding models are based on monolingual word 
embedding models and have been extended for bilingual 
settings. They also use monolingually trained models. Some of 
the monolingual embeddings used in cross-lingual research 
include CBOW (Continuous Bag-of-Word) [31] and GloVe 
(Global Vectors) [32]. 

There are two classes of method approaches for cross-lingual 
embedding: Mapping and Joint methods [33]. However, some 
of the cross-lingual embedding models developed are mostly for 
English Indonesian is often underrepresented in such models. 
According to study [34] for the Indonesian language often uses 
MUSE [35]. Regarding the embeddings used, FastText is 
obtained through unsupervised learning from monolingual text, 
while MUSE used in this research is based on bilingual 
dictionaries and falls under supervised learning as it utilizes 
parallel word pairs across languages. Although there are 
differences in how the embeddings are obtained, both serve only 
as initial word representations before entering the main 
supervised learning model (LSTM-CNN). Thus, the primary 
approach of this research remains within the realm of supervised 
learning. To represent words in various languages, this study 
utilizes MUSE (Multilingual Unsupervised and Supervised 
Embeddings) as the primary embedding method. 

MUSE aligns monolingual FastText embeddings into a 
shared vector space using a high-quality bilingual dictionary, 
allowing semantically similar words from different languages to 
be positioned close together. This alignment supports cross-
lingual learning without the need for translations, which is 
particularly useful when working with low-resource languages 
such as Indonesian. In this study, the supervised version of 
MUSE with an accurate bilingual dictionary is employed to 
align Indonesian with English, Malay, German, and Spanish. 
Additionally, FastText serves as a baseline embedding method 
for performance comparison. Unlike MUSE, FastText does not 
align embeddings across languages but instead captures 
subword information to handle rare and morphologically rich 
words. While FastText is effective in a monolingual context, 
MUSE provides a more robust cross-lingual representation, 
which is crucial for enabling model transfer for detecting fake 
news across languages. 
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Fig. 2. Example of MUSE embeddings. 

The MUSE embeddings combination in this study, 
illustrated in Fig. 2, integrates ID-EN (Indonesian-English) with 
MS-EN, DE-EN, ES-EN, and EN-EN to align Indonesian with 
Malay, German, Spanish, and English. This approach helps the 
model learn cross-lingual patterns by mapping word 
embeddings into a shared vector space. For instance, in the DE-
EN pair, systeem (German) maps to system (English), while in 
ID-EN, system (Indonesian) maps to the same English word. 
Cross-lingual dictionaries ensure accurate alignment, such as 
news (Indonesian) with news (English) or news (German). The 
unified embedding space, formed after mapping, enhances 
multilingual NLP tasks, improving cross-lingual understanding 
and efficiency. However, challenges such as data imbalance, 
mapping errors, and computational demands must be addressed 
to optimize performance. 

C. Model Architecture 

CNN [36] consists of several important layers, namely the 
convolution layer, non-linearity layer, pooling layer, and fully-
connected layer. The convolution and fully-connected layers 
have parameters, in contrast to the pooling and non-linearity 
layers which do not. CNNs perform excellently in machine 
learning problems, especially in applications involving natural 
language processing. Although there have been many studies 
applying hybrid CNN-LSTM, this study adopts the LSTM-CNN 
model instead. This is because the application of LSTM first 
captures the sequential dependencies in the text, after which 
CNN filters the important features identified by LSTM.  Thus, 
this becomes suitable for text-based tasks because LSTM 
captures the context of the sentence before CNN performs 
feature extraction. 

The choice of LSTM-CNN compared to CNN-LSTM is 
based on the characteristics of the text in fake news detection, 
where the order of words plays an important role in 
understanding the context before feature patterns can be 
identified. Therefore, the LSTM-CNN approach is more 
appropriate than CNN-LSTM, which is more commonly used in 
spatial data processing. Long Short-Term Memory (LSTM) [19] 
is a type of artificial neural network (ANN) that has been widely 
used for various text classification tasks. LSTMs are designed to 
overcome the missing gradient problem in traditional RNNs by 
introducing memory cells that maintain information over a long 
period of time. These memory cells are controlled by three gates: 
input gate, forget gate, and output gate. The input gate controls 

the flow of new information into the memory cell, the forget gate 
controls the flow of old information out of the memory cell, and 
the output gate controls the flow of information from the 
memory cell to the output. 

 
Fig. 3. LSTM-CNN architecture. 

A hybrid model of LSTM with other models such as CNN 
has been suggested to improve the performance of text 
classification tasks. In the hybrid model shown in Fig. 3, CNN 
is used to extract static features from the input text, while LSTM 
is used to capture contextual features. The combination of these 
two models has been shown to improve the accuracy of text 
classification tasks. For example, a recent study proposed a 
hybrid model based on LSTM and CNN for text classification 
[37]. This study builds a CNN model on top of LSTM, where 
the text feature vectors generated from LSTM are further 
processed by CNN. The research found that the hybrid model 
outperformed the existing baseline methods. 

D. Cross-Lingual Joint Learning 

Building modeling that can overcome the challenges of 
multiple language diversity issues in cross-lingual research has 
been conducted in multiple studies that apply various methods 
that are considered capable of handling the context of language 
diversity. One of them is through state-of-the-art research [7], 
Therefore, our research aims to extend the applicability of the 
method to address the challenges of cross-lingual research 
without requiring language translation. The Joint Learning 
approach in Fig. 4 involves training a model across multiple 
tasks or languages to produce a representation that is mutually 
transferable between languages [38]. In the context of cross-
lingual, it focuses on training the model with data from multiple 
languages (source and target) simultaneously so that the model 
can understand the linguistic patterns that are common between 
the languages. Cross-lingual joint learning techniques allow the 
model to be trained using training data from both languages at 
once, but the evaluation is done only in the target language [39], 
[40], [41]. For example, we labeled the training data in 
Indonesian and German as 𝐿𝑖𝑑  and 𝐿𝑑𝑒 . Where using 𝐿𝑖𝑑  and 
𝐿𝑑𝑒  as training models and classifying the text into the target 
language 𝐿𝑑𝑒. This is because the combined representation can 
help in retaining the meaning and key information from the 
source language to the target. 

 𝐿 =  ∑ 𝐿𝑆𝑜𝑢𝑟𝑐𝑒   ⋃𝑀
𝑖=1  ∑ 𝐿𝑇𝑎𝑟𝑔𝑒𝑡

𝑁
𝑗=1  

Where 𝐿𝑆𝑜𝑢𝑟𝑐𝑒  and 𝐿𝑇𝑎𝑟𝑔𝑒𝑡  are the loss functions for the 

source and target languages respectively, while M and N are the 
amount of data in the source and target languages. Using this 
combined loss function, the model is trained to minimize errors 
in both the source and target languages, creating a more general 
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representation that can be applied to the target language. This 
technique uses semantic alignments between languages through 
related embeddings. 

 
Fig. 4. Joint learning. 

E. Experimental Setup 

In this study, the LSTM-CNN hybrid learning architecture 
as well as the two base models, LSTM and CNN, are applied for 
performance comparison purposes. Hyperparameter settings 
were determined based on a combination of references from 
previous literature and initial experiments through Grid Search, 
with the aim of obtaining optimal results and fair evaluation 
between models. Some of the parameters adjusted include 
learning rate, batch size, and network structure, with the final 
configuration including an embedding dimension of 300, 
maximum input length of 100 tokens, LSTM units of 100, 
spatial dropout of 0.2, and CNN layer with 128 filters and kernel 
size of 3 (for applicable models). All models were trained using 
a combination of pooling methods such as MaxPooling for CNN 
and LSTM-CNN and GlobalMaxPooling for all models. One 
dense layer contains 100 units with sigmoid activation, learning 
rate 0.01, Adam optimization, class weights {0:1.0, 1:2.0}, 
number of epochs 10, and batch size 64. We also performed 
sensitivity analysis on learning rate (0.001, 0.005, 0.01) and 
batch size (32, 64, 128), and the results show that the 
combination of learning rate 0.01 and batch size 64 provides 
stable training and reduces overfitting. Evaluation was 
conducted using accuracy, precision, recall, and F1-score 
metrics to assess the model's performance in detecting fake news 
across languages. The accuracy metric reflects the total correct 
predictions, while precision assesses the accuracy of the model 
in identifying fake news without too many errors. Recall 
measures how many fake news were successfully detected out 
of all cases. F1-score, as the harmonic mean of precision and 
recall, was chosen as the main indicator because it is able to 
provide a balanced assessment, especially when dealing with 
unbalanced data. 

IV. EXPERIMENTAL RESULTS 

A. Cross-Lingual Performance Analysis Across Language 

Pairs 

This study evaluates the performance of LSTM-CNN, 
LSTM, and CNN with MUSE embeddings for cross-lingual fake 
news detection using a cross-lingual joint learning approach. 
This experiment aims to see the extent to which models trained 
in one language can adapt to detect fake news in another 
language in the context of cross-lingual learning. In this study, 
the model was trained using data in Indonesian as the source 
language, which was processed simultaneously with the target 
language data. The models were then tested on various target 

languages, including Malay, English, Spanish, and German. 
Indonesian was chosen as the source language to take advantage 
of its unique linguistic characteristics, while the target language 
was chosen to test the model’s generalization ability on 
linguistically different languages. The study examines accuracy, 
precision, recall, and F1-score to determine model effectiveness. 
The results provide insights into the best approach for cross-
lingual fake news detection. 

 

Fig. 5. Accuracy and F1-score performance across language pairs. 

As shown in Fig. 5, the evaluation results indicate that model 
performance varies depending on the language pair. For the 
Indonesian-German pair, the CNN model recorded the best 
results with an accuracy of 0.97 and F1-score of 0.96, slightly 
better than LSTM which achieved an accuracy of 0.96 and F1-
score of 0.97, while LSTM-CNN was slightly below with an 
accuracy of 0.94 and F1-score of 0.95. All three models 
performed very well. In contrast, for the Indonesian-Malay pair, 
all three models performed relatively similarly with accuracy 
and F1-score values ranging from 0.80 to 0.82, with CNN 
slightly ahead. For the Indonesian-Spanish pair, the results 
tended to be lower. The LSTM model recorded the highest F1-
score of 0.71 with an accuracy of 0.70, slightly better than 
LSTM-CNN and CNN which were in a similar value range. This 
indicates a challenge in the transfer of joint learning to Spanish. 
Meanwhile, for the Indonesian-English pair, LSTM showed 
optimal performance with an accuracy of 0.94 and F1-score of 
0.95, slightly ahead of CNN and LSTM-CNN which had slightly 
lower values. Overall, CNN is superior for more cognate 
language pairs, such as Indonesian-German and Indonesian-
Malay, while LSTM is more effective for structurally different 
language pairs such as Indonesian-English and Indonesian-
Spanish. 

B. Cross-Lingual Model Comparison Across All Target 

Languages with MUSE Embedding 

Table I presents the performance of LSTM-CNN, LSTM, 
and CNN in cross-lingual classification using MUSE 
embeddings with Indonesian as the source language. Accuracy, 
F1-score, precision, and recall were used as evaluation metrics. 
CNN achieved the highest accuracy of 0.97 on Indonesian-
German, highlighting its strength in cross-lingual tasks. F1-
score, a key measure combining precision and recall, also 
reached 0.97 in both LSTM and CNN for Indonesian-German, 
indicating balanced performance. Precision and recall were 
analyzed for class 0 (True) and class 1 (False), with Indonesian-
German consistently achieving the highest values. While 
precision measures the model’s correctness in identifying a 
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class, recall assesses its ability to capture all relevant instances. 
Among all metrics, F1-score serves as the final benchmark of 
model performance. Although the Indonesian-German 
combination demonstrated the best performance when tested 
with the German language, its performance significantly 
declined when retested with the Indonesian language. 

TABLE I.  THE RESULTS OF CROSS-LINGUAL JOINT LEARNING IN 

CLASSIFICATION REPORT 

Model Source→Target Accuracy F1-Score 

LSTM-CNN 

ID-MS→MS 0.80 0.80 

ID-DE→DE 0.94 0.95 

ID-ES→ES 0.71 0.70 

ID-EN→EN 0.92 0.93 

ID-MS→ID 0.94 0.92 

ID-DE→ID 0.88 0.88 

ID-ES→ID 0.93 0.93 

ID-EN→ID 0.91 0.91 

LSTM 

ID-MS→MS 0.80 0.80 

ID-DE→DE 0.96 0.97 

ID-ES→ES 0.70 0.71 

ID-EN→EN 0.94 0.95 

ID-MS→ID 0.93 0.92 

ID-DE→ID 0.90 0.91 

ID-ES→ID 0.92 0.93 

ID-EN→ID 0.92 0.94 

CNN 

ID-MS→MS 0.82 0.82 

ID-DE→DE 0.97 0.97 

ID-ES→ES 0.69 0.70 

ID-EN→EN 0.92 0.93 

ID-MS→ID 0.90 0.90 

ID-DE→ID 0.89 0.90 

ID-ES→ID 0.95 0.95 

ID-EN→ID 0.93 0.94 

a. ID=Indonesian, MS=Malay, ES=Spanish, DE=German, EN=English 

The Indonesian-Spanish pair showed the worst results after 
being tested with the target language, Spanish, due to significant 
linguistic differences, such as verb conjugations in Spanish that 
do not exist in Indonesian. The Indonesian-English pair showed 
high performance stability in both languages, ranging from 0.91 
to 0.95. This is influenced by the large number of aligned words 
from English into Indonesian and the richer embedding quality 
of MUSE for English. The more accurate vector representation 
and abundant data allow the model to effectively capture cross-
lingual semantic relationships without sacrificing accuracy in 
either language. The Indonesian-Malay pair, which is 
linguistically similar, showed different performance based on 
the evaluation language. When tested in Malay, F1-scores were 
lower in the range of 0.80 to 0.82 compared to when tested in 
Indonesian (0.92-0.94). This is due to the ambiguity of similar 
vocabulary with different meanings, word distribution, and data 
quality differences between the two languages. Although better 

than Indonesian-Spanish, the model remains biased towards 
Indonesian because it takes in more patterns from the source 
language. 

C. Language-Wise and Embedding Across Language 

Performance 

In the process of analyzing the differences in model 
performance across language pairs, it is observed that model 
performance is heavily influenced by linguistic similarity across 
language pairs the linguistic similarity between the source 
language (Indonesian) and the target language. For example, the 
better performance on Indonesian-German and Indonesian-
English language pairs suggests that the model is more effective 
when applied to languages with more similar syntactic structures 
or grammatical patterns. This allows MUSE embeddings to 
perform optimally, as the resulting word vector representations 
can better capture these similarities. In contrast, the lower 
performance on the Indonesian-Spanish pair is likely due to 
greater grammatical and lexical differences, which reduces the 
effectiveness of MUSE embeddings’ cross-lingual 
representation. 

TABLE II.  F1-SCORE RESULTS (MUSE EMBEDDING AND FASTTEXT) 

Cross-Lingual 

MUSE Embedding FastText 

LSTM-

CNN 
LSTM CNN 

LSTM-

CNN 
LSTM CNN 

Indonesian-

Malay 
0.80 0.80 0.82 0.68 0.50 0.52 

Indonesian-

German 
0.95 0.97 0.97 0.70 0.62 0.60 

Indonesian-

Spanish 
0.70 0.71 0.70 0.50 0.51 0.50 

Indonesian-

English 
0.93 0.95 0.93 0.54 0.50 0.49 

From a cross-lingual perspective, the use of MUSE 
embeddings assists in aligning word representations across 
languages; however, its effectiveness remains influenced by 
linguistic similarity, dataset quality, and training exposure. 
Languages that are linguistically close to Indonesian, such as 
Malay, demonstrate more stable performance compared to 
languages that are far apart, like Spanish, which experiences a 
decline in accuracy due to structural language gaps. Based on 
the results in Table II, MUSE consistently yields a higher F1-
score compared to FastText, particularly for similar language 
pairs such as Indonesian-Malay (0.80–0.82). Even for more 
distant pairs like Indonesian-Spanish, MUSE's performance 
remains superior (0.70–0.71) compared to FastText, which only 
reaches 0.50–0.70. This indicates that MUSE excels in aligning 
interlinguistic representations that possess linguistic proximity. 
However, its effectiveness is still highly dependent on the 
quality of the embedding alignment and the availability of data. 
Therefore, the selection of embeddings and models should be 
customized by considering the characteristics of the target 
language, and for highly distinct language pairs, additional 
approaches may be required to achieve more accurate 
classification results. 

D. Comparison with State-of-the-Art Models 

Table III presents a comparative analysis of the results of this 
study against previous studies in cross-lingual fake news 
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detection. Several previous studies have examined the 
performance of various models in cross-lingual fake news 
detection tasks. For example, on the Chinese-English language 
pair dataset, CNN and BERT each achieved an F1-score of 0.85, 
while the Transformer model scored 0.82. On the English-Other 
language pair dataset, BERT achieved an F1-score of 0.77, 
while RoBERTa outperformed with 0.87. The English-
Indonesian pair dataset with Bi-LSTM reached 0.87. Some 
studies reported results using macro F1-scores, such as 0.35 
(RoBERTa) and 0.17 (Bi-LSTM) on the English-English pair 
dataset, and 0.17 (RoBERTa) and 0.29 (Bi-LSTM) on the 
English-German dataset. 

TABLE III.  COMPARISON WITH STATE-OF-THE-ART MODELS USING F1-
SCORE 

Dataset 
LST

M 

CN

N 

LSTM

-CNN 

BER

T 

RoBERT

a 

Bi-

LSTM 

English-

Other 

(CoNLL-

2003) [7] 

- - - .77 .87 - 

Chinese-

English 

(Covid-19 

FND) [14] 

.85 .85 - .85 - - 

English-

Indonesian 

(TALLIP 

Fake News 

Dataset) 

[9] 

- - - - - .87 

English-

German 

(clef-2021) 

[16] 

- - - - 
.17 

(macro) 

.29 

(macro

) 

Indonesian

-German 

(Our 

Study) 

.97 .97 .95 - - - 

This research focuses on cross-lingual fake news using 
LSTM, CNN, and LSTM-CNN models across multiple 
language pairs. The results show strong performance in various 
cross-lingual settings. Indonesian-German achieved 0.97 in both 
LSTM and CNN, and 0.95 in LSTM-CNN, showing highly 
competitive results compared to previous studies. It is important 
to note that although all the studies in Table III. Include in the 
category of cross-lingual fake news detection, the datasets and 
methodologies are different. Some previous studies used 
different multilingual corpora, including machine-translated 
datasets, whereas this study specifically focused on cross- 
lingual adaptation using MUSE embeddings without translation. 
Despite these differences, this comparison remains relevant as 
all approaches aim to address the same fundamental challenge, 
transferring knowledge between languages for fake news 
classification. The results show that our LSTM-CNN model 
achieves competitive performance with existing Transformer-
based models while maintaining computational efficiency. 

The experimental results highlight that model performance 
varies based on linguistic similarities and structural differences 
between languages. LSTM outperformed other models, 
particularly in Indonesian-German and Indonesian-English, 

indicating its strength in capturing long-range dependencies and 
cross-lingual representations. LSTM-CNN also performed well, 
demonstrating that hybrid architectures can maintain stable 
precision and recall. Meanwhile, CNN excelled in Indonesian-
Malay suggesting that CNN is more effective for language pairs 
with high lexical similarity. Overall, these results highlight the 
fact that hybrid models with MUSE embeddings can improve 
cross-lingual news classification performance, especially for 
language pairs with structural similarities. Discussion 

V. DISCUSSION 

A. Influence of Linguistic Similarity on Model Performance 

One notable finding was a decline in performance when 
models trained using German data were retested on Indonesian 
data. This is thought to be due to an imbalance in cross-lingual 
vector representation in MUSE embeddings, which are better at 
aligning languages with high-quality training data, such as 
German. Remapping to Indonesian may not be optimal, 
resulting in a reduced ability to capture Indonesian language 
patterns. On the other hand, the Indonesian-Spanish and 
Indonesian-Malay combinations did not show a significant 
decline in performance when retested on Indonesian. This 
suggests that models trained with German data are more difficult 
to adapt back to Indonesian due to greater structural and 
morphological differences. These findings emphasize that 
maintaining stability in cross-lingual representations remains a 
significant challenge, especially when the linguistic structures 
between the source and target languages differ substantially. 

Cross-lingual representations such as MUSE are not optimal 
for language pairs that have considerable linguistic distance and 
limited parallel data. However, when tested with Indonesian, the 
performance of the model improved significantly, achieving the 
highest score among all language pairs. Interestingly, when the 
model trained with Spanish data was re-evaluated on 
Indonesian, its performance improved significantly. This 
suggests that the model adopts more robust linguistic patterns 
from the source language (Indonesian) but struggles to 
generalize them when transferred to a language with rich 
morphology like Spanish. This reinforces the importance of 
considering both linguistic distance and transfer direction in 
cross-lingual modeling. 

B. Effectiveness of Embedding Alignment in Cross-Lingual 

Tasks 

One of the main advantages of MUSE embeddings over 
traditional approaches is its ability to perform supervised 
bilingual alignment using high-quality dictionaries. Unlike 
unsupervised methods, this allows MUSE to project 
semantically similar words from different languages into a 
shared vector space without relying on large-scale parallel 
corpora. This makes MUSE particularly suitable for languages 
with limited resources, such as Indonesian, where parallel data 
is scarce. When compared to FastText, which operates solely in 
a monolingual space using subword representations, MUSE 
demonstrates significantly better performance in cross-lingual 
fake news classification. FastText is effective in handling 
morphologically rich languages but lacks cross-lingual semantic 
alignment, making it less suitable for multilingual transfer 
learning tasks. 
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The results show that MUSE consistently achieves higher 
F1-scores across all language pairs. Notably, the Indonesian-
German (0.95–0.97) and Indonesian-English (0.93–0.95) pairs 
outperform the others, likely due to the availability of rich 
linguistic resources and effective bilingual mapping. 
Conversely, the Indonesian-Spanish pair recorded the lowest 
performance, highlighting the limitations of cross-lingual 
embeddings in handling linguistically distant language pairs 
with minimal training exposure. 

These observations confirm that the success of cross-lingual 
models depends not only on model architecture but also on the 
quality of the underlying embedding alignment. These results 
emphasize the critical role of embedding strategies in enabling 
accurate multilingual NLP, especially when targeting languages 
with limited resources or diverse structures. 

C. Advantages of the Proposed Hybrid Model 

The results of this study show that the proposed hybrid 
model, which combines LSTM-CNN with MUSE embeddings, 
achieves competitive or even superior performance compared to 
previous studies in cross-lingual fake news detection. 
Specifically, experiments on the Indonesian-German and 
Indonesian-English language pairs yielded very high F1-scores 
(up to 0.97), demonstrating the model's strength in leveraging 
linguistic alignment and transfer learning. Unlike transformer-
based architectures, this approach offers computational 
efficiency while maintaining robust performance on both similar 
and relatively distant language pairs. 

However, the Indonesian-Spanish language pair poses 
significant challenges, likely due to substantial morphological 
and syntactic differences. This finding highlights the main 
limitation of embedding alignment strategies when applied to 
linguistically distant languages. To address this, future research 
could explore the integration of advanced multilingual 
embeddings, such as XLM-R or mBERT, and investigate fine-
tuning techniques to enhance cross-lingual adaptability. 
Additionally, incorporating target language training data and 
evaluating models on informal or noisy text (e.g., social media 
content) could enhance their robustness in real-world 
applications. 

VI. CONCLUSION 

The evaluation results show that the best performance, based 
on F1-Score, is achieved by the LSTM model with MUSE 
embeddings, particularly for the Indonesian-German pair (0.97) 
and Indonesian-English pair (0.95). This confirms LSTM’s 
effectiveness in capturing sequential dependencies, making it 
well-suited for cross-lingual tasks. The LSTM-CNN model 
produced comparable results, with its highest F1-Score of 0.95 
on the Indonesian-German pair, but struggled in the Indonesian-
Spanish pair, indicating that hybrid models may struggle to 
generalize effectively to structurally divergent languages. 
FastText embeddings performed significantly worse across all 
models and language pairs, with the Indonesian-Spanish pair 
only reaching an F1-Score of 0.50. This highlights the 
importance of multilingual embeddings like MUSE, which 
consistently delivered superior results. CNN performed 
competitively on Indonesian-German (0.97) but showed a 
decline in Indonesian-Spanish (0.70), indicating its limitations 

in capturing complex cross-linguistic relationships. These 
findings emphasize that model effectiveness depends on both 
linguistic characteristics and embedding selection. MUSE 
embeddings, combined with LSTM-based models, provide a 
lightweight yet effective alternative for cross-lingual fake news 
detection, making them suitable for real-world applications in 
low-resource language settings. Future research should explore 
the possibility of fine-tuning MUSE embeddings with additional 
target-language data to improve generalization across languages 
with highly divergent structures. Additionally, evaluating model 
robustness against adversarial attacks and noisy data, such as 
spelling variations, informal language, and manipulated text, 
would be valuable in assessing its real-world applicability. 
However, this study has several limitations. First, the scope of 
language pairs is limited to five, which may not fully represent 
global linguistic diversity. Second, the quality and balance of the 
dataset can affect model performance, especially for languages 
with limited resources. Additionally, the experiments were 
limited to structured news articles, excluding informal formats 
such as social media posts. These factors limit the 
generalizability of the findings. Future research could address 
these limitations by integrating more diverse datasets, 
languages, and text genres. 
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