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Abstract—Radio Frequency Identification is a fast and reliable 

communication module that performs automatic data capture to 

identify and track individual objects and people. Frequency-coded 

tags employ resonant networks to decode their unique code. A 

multi-scatterer or multi-resonant method encodes the data. 

Research primarily related to the current investigation predicted 

that the chipless RFID tag resonant network has a high bit 

encoding capacity. This study addresses the simulation, 

optimization, fabrication, testing, and data encoding methods for 

chipless RFID tags. This research provides a framework for the 

open-ended quarter-wavelength stub multi-resonator method in 

chipless Radio Frequency Identification (RFID) tags. The 

proposed design enhances the tag's data encoding capacity and 

improves its robustness to ecological differences. This study 

integrates Error Correction Coding (ECC) and Adaptive 

Modulation Systems (AMS) employing Convolutional Neural 

Networks (CNN) to enhance the tag's performance. The AMS 

dynamically alters the modulation parameters based on channel 

states, while ECC improves data reliability. The results indicate 

efficient performance compared to traditional chipless RFID tags, 

highlighting the possibility of practical behavior in typical 

applications that necessitate reliable and high-capacity data 

transmission. 
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I. INTRODUCTION 

Radio Frequency Identification is referred to as RFID. An 
RFID comprises a reader and one or more tags or transponders. 
RFID is a new technology. The British radar system employed 
RFID for the first time in World War II to differentiate between 
German aircraft and their aircraft that had radio transponders 
attached. Several industries have benefited from the advantages 
of RFID, including the military, healthcare, security, sports, 
animal husbandry, and aviation. RFID has several essential 
sector-specific applications. RFID is utilized in various 
applications, including supply chain management, automated 
payment systems, vehicle tracking, inventory management, 
secure shop checkouts, animal monitoring, and sports timing 
technology. RFID transfers data from an electronic tag, 
frequently known as a label or an RFID tag, using radio waves. 
Selecting an RFID tag is required. There are numerous 
frequencies of RFID tags available on the market. Microwave, 
High Frequency, Low Frequency, and Ultra High Frequency 
are all included [1-5]. 

Organizations can now afford to use RFID due to 
technological advancements in cost factors. Wal-Mart was one 
of the first industries to use RFID technology for theft 
prevention and inventory supply process improvements. Wal-
Mart mandated that its top 100 suppliers apply RFID tags to the 
pallets and cases they sent to the company by the end of 2004, 
marking the start of deploying RFID across its retail 
distribution chain. However, in 2004, RFID tag producers were 
unable to meet the demand level within Wal-Mart's targeted 
timeframe due to the state of standards and limited tag 
manufacturing capabilities.  

With most of their leading suppliers supplying RFID-tagged 
pallets and crates to every Wal-Mart distribution facility, Wal-
Mart's adoption is now well underway as standards change, 
manufacturing capabilities increase, and price points decline. 
Although RFID is beginning to infiltrate other business supply 
chains, these implementations are frequently closed-loop. To 
put it another way, RFID is implemented within the supply 
chain of a particular company but not between them and their 
commercial trade partners. Other applications, including 
tracking equipment to ensure that it is not left behind in the 
aircraft after repair, can only be used within a single business 
[6-10]. 

Information is stored on transponder tags in all RFID 
systems. RFID tags hold data that may be as vast as an array of 
bits or as little as a single binary bit that indicates an identifying 
code, Aadhaar number, personal medical data, or anything else 
that can be recorded in digital binary format. Microchips power 
RFID tags. RFID tags within a specific range may get sufficient 
power from the field. It transmits the data it has saved and 
accesses its internal memory using this power [3-4]. The 
transceiver antenna's voltage increases due to the interaction 
between the RF fields when the Transponder Tag draws power 
in this manner. The purpose of the Tag is to convey data to the 
reader by using this sort of impact. The Tag regulates how much 
energy is reserved from the field. The Tag controls the voltage 
detected at the transceiver following the bit pattern it wants to 
send [11-15].  

RFID is an automated data collection that recognizes and 
monitors individual objects and people in real-time using RFID 
signals [16-20]. It is used as a radio technology to realize the 
Internet of Things (IoT) vision of generating a universal system 
of smart objects [21-26]. It would be possible to mark and 
invent all items fitted with radio tags. RFID tags must be data-
rich, low-cost, and energy-efficient to perform these functions. *Corresponding Author 
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The RFID idea was introduced during World War II to find 
enemy aircraft [27-30].  

To distinguish between friend and foe, the radar transmitter 
receives a backscattered signal from a receiver tagged in an 
airplane [31-32]. Later, in 1945, Leon Theremin made an 
intriguing discovery of RFID using the backscattering 
principle. As a result of the development of RFID, the 
commercial potential for tracking and identifying objects 
without physical intervention has increased. Furthermore, 
RFID can handle a greater number of items than barcodes [33-
36]. RFID’s main advantages are flexibility and versatility, and 
it promises to be a future technology in automatic designation 
[37-40]. 

RFID and bar code technologies are highly similar, but 
instead of using a laser to read barcodes on labels, radio 
frequency waves are used to read information from tags [41-
45]. Due to its wide range of applications in various areas, 
including supply chain management, healthcare, traffic 
management, commerce, access control, purchasing, and 
distribution logistics, as well as manufacturing and service 
industries, substantial research has been conducted in the area 
of RFID in recent years [46-50]. The RFID tag stores a distinct 
identification number parallel to a bar code or magnetic strip on 
the back of a credit card or ATM card. The classification must 
be processed close to its scanning device to retrieve bar code or 
magnetic strip data. However, because of the high cost of the 
silicon chip required, its general application is limited. As a 
result, low-cost alternatives are in high demand. RFID tags 
without silicon chips are now being created. These tags are 
called ‘chipless’ tags [51-55]. 

A. Motivation 

This research aims to develop a robust and inexpensive 
sensor network that can integrate various types of sensors, 
including electrical, chemical, and biological sensors. Wireless 
sensor tags have historically been used in other settings as 
active or semi-passive tags for collecting wireless data. A tag's 
application area is limited by its need for a battery, which 
reduces its lifespan and increases its cost. Many academics 
studying passive chipless sensor tags in recent years have been 
interested in passive RFID sensor tags due to the challenges 
they face in their development. This study develops two 
chipless sensor tag designs and a transmission line reflection-
based ID generation system, which proposes a wide range of 
sensor types for evaluation, including nanoparticle-based 
sensors, microstrip antennas on a flexible substrate, and 
previously reported transmission delay line-based ID 
generation schemes. Dipole-based antennas are a standard and 
attractive option for passive tag designers from a business 
standpoint; however, their primary drawback is their length. 
Long straight dipole antennas are miniaturized using folding 
and meandering methods instead of long straight dipole arms. 
A tiny tag with excellent reading ranges and comprehensive 
band behavior is the product of these innovations. Future work 
aims to further improve the quality, efficiency, and applicability 
of the sensor tag system developed through this research. 

1) Problem statement and research objective. A chipped 

RFID tag is composed of integrated circuits that store the 

identifying codes. The price of this tag is higher due to the use 

of silicon chips. An alternative solution to this difficulty is to 

develop a chipless RFID tag, which does not contain a silicon 

chip. The primary challenge in developing a chipless RFID tag 

is determining how to encode data without a memory chip, 

which has limited capacity. Multi-resonator-based tags are the 

combination of multiple resonator circuits and transcoding 

antenna structures. These antenna networks are called 

microstrip antennas. The efficient realization of the multi-

resonator structure can be built using these microstrip antennas. 

However, the inherent drawbacks of these microstrip antennas 

are low gain and narrow bandwidth. The polarization antennas 

are utilized to address the drawback, and the significant 

segment is chipless RFID tags, which are retransmission-based 

multi-resonator tags. The network is designed to address the 

problems associated with the prominent recognition of chipless 

RFID tags. 

The study on the chipless RFID is written as follows: the 
overview of RFID, chipless RFID, motivation, and problem 
statement with research objective are detailed in Section I. The 
literature review is discussed with a research gap in Section II. 
The proposed CNN-based coding system is given in Section III, 
the simulation result is presented with detailed discussion in 
Section IV, and the study ends with a justified conclusion in 
Section V. 

II. RELATED WORKS 

This section explains various studies on chipless RFID. 
These investigations explore various features, including novel 
encoding methods, Machine Learning (ML) integration, and 
system reliability enhancements (see Table I). In [5-6-60], the 
authors introduce a unique encoding for RFID tags, addressing 
data capacity limitations. In [61], the authors view the 
proposals’ insights into ML's role in chipless RFID, 
highlighting challenges and proposing standardized data 
protocols. In [62], the authors employ ML and DL for robust 
data reading in CRFID sensor tags. In [63], the authors present 
a workflow for ML classification in chipless RFID tag 
identification. In [64], the authors introduce a multi-tag 
detection system using 1D-CNN. In [65], the authors 
investigate Deep Learning (DL) to improve RFID tag detection 
accuracy. In [66], the authors evaluate ML models for 
identifying information in chipless RFID tags. In [67], the 
authors propose a phase coding-based RFID tag design, while 
[68] examines chipless RFID for material identification. In  
study [69], data-driven methods are suggested to improve 
chipless RFID reliability. 

The research gap identified in the review is the limited 
resolution of multi-tag detection systems [70]. Conventional 
frequency-based systems face limitations in achieving high-
resolution multi-tag detection, thereby limiting their practical 
applicability. The application of CNN overcomes these 
challenges by improving reliability and accuracy in multi-tag 
detection. CNN leverages advanced pattern recognition 
capabilities to analyze complex data sets, enabling more precise 
and efficient tag detection even in challenging environments. 
This development represents a significant leap forward in 
chipless RFID technology, addressing the critical research gap 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 6, 2025 

814 | P a g e  

www.ijacsa.thesai.org 

of achieving high-resolution multi-tag detection for practical 
deployment in numerous applications. 

TABLE I SUMMARY OF ML-BASED RFID 

Inference Methods used Outcome Drawback 

Proposes a novel encoding for chipless 
RFID tags using N resonant elements 

with M individual desired frequencies, 

thereby overcoming the data encoding 
capacity limitation. PSO algorithm 

optimizes tag structure parameters. 

Particle Swarm Optimization 

(PSO) algorithm 

Overcomes data encoding capacity 

limitations, enabling the 

determination of resonant 
frequencies before the tag model. 

Requires optimization for specific tag 

designs. 

Provides a comprehensive review of 

ML in CRFID technology, highlighting 
integration challenges and suggesting 

standardized data protocols for 

improved ML deployment. 

Review of ML approaches, 

identification of challenges, 

proposal for standardized data 
protocols 

Identifies challenges in ML 

integration with CRFID and 

suggests standardizing data 
protocols for improved deployment. 

The lack of standardized data protocols 

may hinder ML deployment. 

Introduces ML and DL regression 

modelling for robust CRFID sensor tag 

data reading—automated data 
acquisition training on large-scale 

datasets. 1-D CNN outperforms 

conventional ML models. 

ML and DL regression modelling. 

Achieves high accuracy in ID and 

sensing data detection and 
outperforms conventional ML 

models. 

Restricted resolution of 3 cm for multi-
tag detection. 

Presents workflow for ML 
classification in chipless RFID tag 

identification, achieving perfect 

accuracy for four tags under fixed and 
flexible ranges. 

ML classification workflow, 
optimization of tag responses 

Achieves perfect accuracy for tag 

identification under various ranges 

and enhances tag responses. 

Limited to four tag identifications. 

Introduces chipless RFID multi-tag 

detection system using 1D CNN, 
achieving 100 per cent accurate multi-

tag detection. 

1D CNN for multi-tag detection, 

analysis of CNRs and natural 

frequencies 

Achieves 100 per cent accurate 

multi-tag detection, outperforming 

frequency-based systems. 

Restricted resolution of 3 cm for multi-
tag detection. 

Investigates DL techniques to improve 
chipless RFID tag detection accuracy, 

achieving roughly 99.99 per cent 

accuracy. 

Evaluation of DL techniques 

Achieves significant improvement 

in detection accuracy, reaching 
near-perfect accuracy. 

Limited discussion on practical 

implementation challenges. 

Evaluate ML models for detecting 
identification and sensing information 

in RCS-based chipless RFID tags, 

achieving high accuracy with SVR and 

GBT models. 

Evaluation of ML 

Achieves high accuracy in 

identification and sensing data 

detection. 

Lack of discussion on real-world 
applicability. 

Proposes a phase coding-based 

chipless RFID tag design featuring a 
C-shaped resonator capable of 

achieving 243 distinct states. 

Proposal of phase coding-based 
chipless RFID tag design 

Achieves high coding capacity with 
smaller tag dimensions. 

Limited experimental validation was 
provided. 

Examines the utility of chipless RFID 

technology for material identification, 
achieving over 90 per cent accuracy 

and faster detection speed compared to 

literature methods. 

Examination of chipless RFID 
technology for material 

identification 

Achieves high accuracy and faster 
detection speed, demonstrating 

practical utility. 

May sacrifice accuracy for improved 

detection speed. 

Proposes data-driven methods to 

enhance chip-less RFID interrogation 

and reliability, achieving high 
validation accuracy and increased 

reading range. 

Proposal of data-driven methods, 

analysis of chip-less RFID tags 

Achieves high validation accuracy 

and increased reading range, 
enhancing system reliability 

It may require further optimization for 

specific environments. 

III. PROPOSED CHIPLESS RFID TAGS IN ADAPTIVE 

MODULATION AND ERROR CORRECTION CODING USING CNN 

This section deals with the design and development of 
retransmission-based resonating structures and encoding of the 
resonating structures. The three key elements of the 
retransmission-based tags are the transmitting (Tx) and 
receiving (Rx) antennas, as well as multi-resonating structures. 
The multi-resonator network plays a vital part in frequency-
coded tags. It is a combination of multiple narrow-band 
rejection filtering sections, each comprising several resonators, 
used to encode the tag identity. These resonating structures will 

alter the interrogating signal’s amplitude. The filter's 
performance is coupled to a transmission line, which sends the 
encrypted signal data to the reader. 

The multi-resonator-based tags are proposed on microstrip-
based planar resonators, which are either coupled or connected 
to the transmission line. The different networks of multi-
resonators are presented in this section. The designed multi-
resonating structures depends on the operating frequency band, 
the separation between the resonators, and the properties of the 
substrate. The multi-resonator consists of multiple resonators in 
the microstrip line, and each resonator resonates at its quarter 
wavelength frequency. The designed multi-resonators are 
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simulated on a low-cost FR4 substrate with a dielectric constant 
of 4.4, a loss tangent of 0.0018, and a height of 1.6 mm using 
an Advanced Design System (ADS). The bottom plane acts as 
a ground plane [71-76]. 

Open-ended quarter-wavelength stub multi-resonators are 
designed to overcome the size limitation of the above "L" 
shaped arm multi-resonator. To solve the constraints of short 
stub multi-resonators, several open stub multi-resonators have 
been proposed. A simple, open-ended quarter-wavelength 
multi-resonator is proposed. As a result, the tag size will be 
reduced by 50 per cent. The ten stubs are connected to a 50-ohm 
impedance microstrip transmission line in the multi-resonator. 
The microstrip transmission line width (3 mm), as in Eq. (1) and 
Eq. (2): 

𝑊

ℎ
=

{

8𝑒𝐴

𝑒2𝐴−2
                                                                                                    𝑓𝑜𝑟

𝑊

ℎ
≤ 2

2

𝜋
[𝐵 − 1 − ln(2𝐵 − 1) +

𝜀𝑟−1

2𝜀𝑟
{ln(𝐵 − 1) + 0.39 −

0.61

𝜀𝑟
}]       𝑓𝑜𝑟

𝑊

ℎ
≥ 2

 (1) 

where, 

𝐴 =
𝑧0

60
√

𝜀𝑟+1

2
+

𝜀𝑟−1

𝜀𝑟+1
(0.23 +

0.11

𝜀𝑟
) and 𝐵 =

377𝜋

2𝑧 √𝜀𝑟
0  (2) 

The length (17 mm) of the microstrip transmission line by 
Eq. (3) and Eq. (4): 

∅ = 90∘ = 𝛽𝐿𝑓 = √𝜀𝑒𝑓𝑓𝐾𝑜𝐿𝑓   (3) 

𝐿𝑓 =
90∘(

𝜋

180∘)

√𝜀𝑒𝑓𝑓𝐾𝑜
    (4) 

where, 

 𝐾0 The phase constant and is equal to 2π/λ. 

The open-ended quarter-wavelength resonator behaves as a 
series RLC resonant circuit. So, each resonator is modelled as 
a quarter wavelength.  

The input impedance of a lossy transmission line is given in 
Eq. (5): 

𝑍𝑖𝑛 = 𝑍0
𝑍𝐿+𝑍𝑜𝑡𝑎𝑛ℎ𝛾𝑙

𝑍𝑜+𝑍𝐿𝑡𝑎𝑛ℎ𝛾𝑙
   (5) 

where, 𝛾 = 𝛼 + 𝑗𝛽 

For an open-circuited lossy transmission line, the input 
impedance is given in Eq. (6) and Eq. (7): 

𝑍𝑖𝑛 = 𝑍0 coth(𝛼 + 𝑗𝛽) 𝑙   (6) 

𝑍𝑖𝑛 = 𝑍0
1+𝑗𝑡𝑎𝑛𝛽𝑙𝑡𝑎𝑛ℎ𝛼𝑙

𝑡𝑎𝑛ℎ𝛼𝑙+𝑗𝑡𝑎𝑛𝛽𝑙
   (7) 

In real-time applications, the transmission line has a slight 
loss, so 𝛼𝑙 ≪ 1 and 𝑡𝑎𝑛ℎ𝛼𝑙 ≈ 𝛼𝑙 

Assume 

𝜔 = 𝜔𝑜 + Δ𝜔    (8) 

where, is Δ𝜔 Small [ see Eq. (8) and Eq. (9)]. 

𝛽𝑙 =
𝜔𝑙

𝑣𝑝
=

𝜔𝑜𝑙

𝑣𝑝
=

Δ𝜔𝑙

𝑣𝑝
=

𝜋

2
+

𝜋∆𝜔

2𝜔𝑜
  (9) 

Then  

cot𝛽𝑙 = cot (
𝜋

2
+

𝜋∆𝜔

2𝜔𝑜
) = −𝑡𝑎𝑛 (

𝜋∆𝜔

2𝜔0
) =

𝜋∆𝜔

2𝜔0
 (10) 

as in Eq. (10). From Eq. (11), 

𝑍𝑖𝑛 ≈ 𝑍𝑜

1+𝑗𝛼𝑙
𝜋∆𝜔

2𝜔0

𝛼𝑙+𝑗
𝜋∆𝜔

2𝜔0

≈ 𝑍𝑜 [
1

𝛼𝑙
+ 𝑗

𝜋∆𝜔

2𝜔0
]   (11) 

It indicates the input impedance of a series RLC resonant 
circuit. The quality factor is given in Eq. (12): 

𝑄 =
𝐿𝜔𝑜

𝑅
=

𝜋

4𝛼𝑙
≈

𝛽

2𝛼
   (12) 

The proposed design has to generate resonance by 
optimizing the length of an open-ended stub resonator. Each 
resonator length is computed as in Eq. (13): 

𝑊𝑡 =
𝜆𝑔

4
     (13) 

where, 

 𝑊𝑡 The open stub resonator length at 2.08 GHz 
resonant frequency 

 The open-ended stub resonator length is approximately 
20.8 mm. 

Other stub lengths are computed using the same procedure 
and the values (see Table II). The proposed multi-resonating 
structure is implemented on an FR4 substrate with a dielectric 
constant of 4.4 and a loss tangent of 0.0018. The conductor 
thickness is 35 µm. The mutual coupling of open stub 
resonators is reduced when the stubs are held 1 mm apart. The 
bottom plane serves as a ground plane. The span of the 
proposed design is 23.8 𝑚𝑚 × 17 𝑚𝑚. 

TABLE II LENGTH OF THE 10-BIT OPEN STUBS 

Stubs Resonant Frequency (GHz) 
Length of the open stubs 

(mm) 

1 2.08 20.8 

2 2.22 18.5 

3 2.36 17.4 

4 2.59 15.8 

5 2.80 14.5 

6 2.96 13.7 

7 3.19 12.5 

8 3.41 11.5 

9 3.68 11 

10 3.84 10.4 

As the open stub microstrip line resonator resonates at the 
desired frequency, the wavelength remains 1/4 of its original 
wavelength (𝜆𝑔⁄4). Because of its inductive solid reactance, the 
resonator has a good quality factor, which prevents nearby 
resonant frequencies from merging. It is an actual electric 
current induced by an applied electromagnetic field. It shows 
the maximum current at the resonant frequency of 2.08 GHz. 
For efficient chipless RFID tag realization, the space limitation 
of open-stub multi-resonators can be replaced by meandered-
line multi-resonators. The procedure of chipless RFID design is 
given in Algorithm 1. 
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Algorithm 1. Muti-Resonator Based Chipless RFID Design 

1. DefineKeyConstituents(): 

- Define Tx and Rx antennas. 

- Define multi-resonating structures. 

2. DesignMultiResonatorStructure(): 

- Combine multiple narrow-band rejection filtering sections 

using several resonators. 

- Simulate the designed multi-resonators on a substrate. 

3. DesignOpenEndedStubs(): 

- Design open-ended quarter-wavelength stub multi-

resonators. 

- Calculate the dimensions of the microstrip transmission 

line. 

4. ModelResonators(): 

- Model each resonator as a quarter wavelength to behave 

as a series RLC resonant circuit. 

- Determine the input impedance of the lossy transmission 

line. 

5. OptimizeResonatorLengths(): 

- Optimize the length of each open-ended stub resonator to 

generate resonance. 

- Calculate resonator lengths. 

6. ImplementMultiResonatingStructure(): 

- Implement the proposed multi-resonating structure on the 

substrate. 

7. VerifyResonantBehavior(): 

- Verify the resonators' resonant behaviour and quality 

factor at desired frequencies. 

8. ConsiderAlternativeDesigns(): 

- Consider alternative designs such as meandered line 

multi-resonators if necessary. 

Main(): 

- DefineKeyConstituents() 

- DesignMultiResonatorStructure() 

- DesignOpenEndedStubs() 

- ModelResonators() 

- OptimizeResonatorLengths() 

- ImplementMultiResonatingStructure() 

- VerifyResonantBehavior() 

- ConsiderAlternativeDesigns() 

Collect data from chipless RFID tags, including the 
response patterns generated by multi-resonator networks. 
Encode the collected data into a format suitable for training the 
CNN. This encoding may involve mapping the RFID tag 
responses to specific modulation and coding methods. The 
signal response is modelled using Eq. (14): 

𝑦(𝑡) = ∑ 𝐴𝑛
𝑁
𝑛=1 ∙ sin(2𝜋𝑓𝑛𝑡 + ∅𝑛)   (14) 

The adaptive amplitude and phase modulation are given in 
Eq. (15) and Eq. (16). 

𝐴𝑛 = 𝑓(𝐴𝑛−1, 𝜃𝑛)   (15) 

∅𝑛 = 𝑓(∅𝑛−1, 𝜃𝑛)    (16) 

Eq. (14) is the signal response modelling of a chipless RFID 
tag. The received signal ‘𝑦(𝑡)’ is expressed as a summation of 
sinusoidal components, where each component ‘𝑛’ is 
characterized by its amplitude ‘𝐴𝑛’, frequency ‘𝑓𝑛’, and phase 

‘𝜙𝑛’. It captures the fundamental behavior of the tag's response 
to an interrogating signal. 

The FE from the multi-resonator RFID signal, Eq. (17): 

𝑋 = [𝑥1, 𝑥2, 𝑥3, … … … , 𝑥𝑛]  (17) 

In Feature Extraction (FE) [Eq. (17)], the extracted features 
from the RFID signal are represented as a vector 𝑋 =
[𝑥1, 𝑥2, 𝑥3, … … … , 𝑥𝑛]. To provide the signal's encoding in a 
feature space compatible with the next processing step, each 𝑥𝑖 
represents a distinct FE from the RFID data. 

The convolutional layer is a key component of coding for 
multi-resonator chipless RFID tags, as it analyses the data 
signal input sent from the tags. The Neural Network (NN) can 
extract valuable features and patterns from the RFID tag data 
due to the convolution techniques applied to the input data in 
this layer. The convolution layer utilizes filter learning to train 
the neural network (NN) to detect specific frequency 
resonances and store them in a format suitable for future 
investigation. To integrate non-linearities into the NN, an 
activation function is used following the convolutional layer. 
The system's ability to detect minor variations in the RFID 
signal is boosted by this non-linearity, allowing it to identify 
significant variations and connections within the resonator 
responses. The features are transmitted forward to the Fully 
Connected (FC) layer, which is then extracted and analyzed by 
the convolutional layers, where they are flattened. To ensure a 
deep examination and summary of the extracted features, all 
neurons in this layer are connected to all the neurons in the layer 
before it. Here, researchers enhance the input signal description 
by adjusting weights and biases, enabling the provision of an 
accurate output prediction. The proper recognition and 
decoding of data encoded within the chipless RFID system are 
rendered possible by the valuable information obtained through 
the resultant prediction from the FC layer about the features and 
IDs of the RFID tags. From Eq. (18) to Eq. (22), this study tests 
CNN. 

𝑍[1] = 𝑊 [1] × 𝑋 + 𝑏[1]  (18) 

𝐴[1] = 𝑔(𝑍[1])   (19) 

𝑍[2] = 𝑊 [2]𝐴[1] + 𝑏[2]  (20) 

𝐴[2] = 𝑔(𝑍[2])   (21) 

𝑌̂ = 𝐴[2]    (22) 

Eq. (18) to Eq. (22) describe the operations within a CNN. 
Eq. (18) calculates the activation of neurons in the 
convolutional layer by convolving the input data ‘𝑋’ with 

learnable filters 𝑊 [1]  and adding a bias term 𝑏[1] . The 
activation is then passed using an activation function 𝑔g [Eq. 
(6)]. In Eq. (7), the FC layer computes the activation using 

weights 𝑊[1] and bias term 𝑏[2]. The activation is again passed 
through an activation function in Eq. (22).  

𝐶 = 𝐸 × 𝐺   (23) 

𝐸̂ = 𝑓(𝑌)   (24) 

𝑑 = 𝑑𝑖𝑠𝑡(𝑌, 𝑌̂)   (25) 
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Eq. (23) to Eq. (25) pertain to ECC. Eq. (23) involves 
generating a codeword ‘𝐶’ from an information vector ‘𝐸’ by 
multiplying it with a generator matrix 𝐺. Eq. (24) performs error 
correction by applying a function ‘𝑓’ to the received vector ‘𝑌’ 

to predict the data vector ′𝐸′̂ . The Hamming distance ‘𝑑’ 
between the received and computed vectors is computed in Eq. 
(25). Adaptive modulation is given in Eq. (26) to Eq. (28). 

𝑃𝑜𝑢𝑡 = 𝑃𝑖𝑛 × 𝜂   (26) 

𝐵𝐸𝑅 = 𝑓(𝑃𝑜𝑢𝑡 , 𝑆𝑁𝑅)  (27) 

𝑀𝑜𝑑𝑆𝑐ℎ𝑒𝑚𝑒 = 𝑔(𝐵𝐸𝑅)  (28) 

Adaptive modulation in chipless RFID adjusts power (𝑃𝑜𝑢𝑡) 
via efficiency factor 𝜂, calculates Bit Error Rate (BER) from 
𝑃𝑜𝑢𝑡  and SNR, and selects modulation scheme based on BER 
𝑀𝑜𝑑𝑆𝑐ℎ𝑒𝑚𝑒 . It optimizes power usage and modulation for 
reliable communication in dynamic RFID. The procedure for 
error correction using a CNN is outlined in Algorithm 2. 

Algorithm 2: ECC Scheme using CNN 

1. Collect data from chipless RFID tags, including response 

patterns from multi-resonator structures. 

2. Encode collected data into a format suitable for training 

the CNN model. 

3. Define signal response modeling function: 𝒚(𝒕) =
∑ 𝑨𝒏

𝑵
𝒏=𝟏 ∙ 𝒔𝒊𝒏(𝟐𝝅𝒇𝒏𝒕 + ∅𝒏) 

4. Extract features from the RFID signal: 𝑿 =
[𝒙𝟏, 𝒙𝟐, 𝒙𝟑, … … … , 𝒙𝒏] 
5. Define convolutional layer operations: 𝒁[𝟏] = 𝑾[𝟏] ×

𝑿 + 𝒃[𝟏] 

𝑨[𝟏] = 𝒈(𝒁[𝟏]) 

6. Define FC layer operations: 𝒁[𝟐] = 𝑾[𝟐]𝑨[𝟏] + 𝒃[𝟐] 

𝑨[𝟐] = 𝒈(𝒁[𝟐]) 

7. Obtain output prediction: 𝒀̂ = 𝑨[𝟐] 

8. Define ECC operations:  

 𝑪 = 𝑬 × 𝑮 

𝑬̂ = 𝒇(𝒀)  

𝒅 = 𝒅𝒊𝒔𝒕(𝒀, 𝒀̂)  

9. Define adaptive modulation operations: 

𝑷𝒐𝒖𝒕 = 𝑷𝒊𝒏 × 𝜼 

𝑩𝑬𝑹 = 𝒇(𝑷𝒐𝒖𝒕, 𝑺𝑵𝑹) 

𝑴𝒐𝒅𝑺𝒄𝒉𝒆𝒎𝒆 = 𝒈(𝑩𝑬𝑹)  

IV. RESULTS AND DISCUSSION 

By employing PyTorch, developers can build a CNN by 
describing layers, activation functions, and additional features 
that enables you to set up the error correction coding algorithm. 
For effective data handling, use PyTorch's Dataset and 
DataLoader classes. Use a dataset that includes behaviour 
patterns from multi-resonator chipless RFID tags. Select an 
appropriate optimization algorithm (Adam) and loss function 
(CrossEntropyLoss) and set up a training loop to evaluate the 
dataset, compute gradients, and adjust model parameters. 
Model performance can be optimized by adjusting 
hyperparameters such as learning rate and batch size. To set up 
error correction coding in multi-resonator chipless RFID tags, 
follow these steps and utilize PyTorch's features to develop and 
train a Convolutional Neural Network (CNN). Eq. (29) to Eq. 

(33) are employed to assess the performance of the CNN-based 
ECC. 

𝑆𝑁𝑅 =
𝑆𝑖𝑔𝑛𝑎𝑙 𝑃𝑜𝑤𝑒𝑟

𝑁𝑜𝑖𝑠𝑒 𝑃𝑜𝑤𝑒𝑟
   (29) 

𝐵𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐵𝑖𝑡 𝐸𝑟𝑟𝑜𝑟𝑠

𝑆𝑢𝑚 𝑜𝑓 𝐵𝑖𝑡𝑠
    (30) 

𝑆𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑦𝑚𝑏𝑜𝑙 𝐸𝑟𝑟𝑜𝑟𝑠

𝑆𝑢𝑚 𝑜𝑓 𝑆𝑦𝑚𝑏𝑜𝑙𝑠
   (31) 

𝐹𝐸𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒 𝐸𝑟𝑟𝑜𝑟𝑠

𝑆𝑢𝑚 𝑜𝑓 𝐹𝑟𝑎𝑚𝑒𝑠
   (32) 

𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =
𝐷𝑎𝑡𝑎 𝑅𝑎𝑡𝑒

𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ
    (33) 

Key metrics of communication network performance are 
presented by Eq. (30) to Eq. (33). Eq. (29) defines the Signal-
to-Noise Ratio (SNR) as a basic measurement used to measure 
signal quality since it measures the ratio of signal power to 
noise power. BER, which is an essential statistic for measuring 
transmission accuracy, is computed by Eq. (30). BER is the 
ratio of error bits to all bits received. Eq.  (31) can be employed 
to derive the Symbol Error Rate (SER), which measures the 
accuracy of symbols at the symbol level. It is the ratio of wrong 
received symbols to the complete transmitted symbols. Frame 
Error Rate (FER) is a vital factor in assessing data packet 
integrity; it is computed by Eq. (32) and is described as the ratio 
of wrongly received bytes to the number of transmitted bytes. 
As the final step in determining manipulative channel 
efficiency, Eq. (33) computes size, which represents the highest 
possible data rate that can be achieved with a particular 
frequency (see Table III). The optimization and evaluation of 
communication system efficacy in various scenarios rely on 
these metrics. 

TABLE III COMPARISON OF PERFORMANCE 

Performance Measures 
(bits) 

PSO 1D-CNN MR-CNN 

SNR 454.78 678.67 767.78 

BER 567.23 432.13 232.13 

SER 678.56 612.67 412.78 

FER 567.56 512.68 354.78 

Capacity 31.23 45.4 53 

 

Fig. 1. Comparison of SNR 
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Fig. 2. Comparison of DER 

 

Fig. 3. Comparison of capacity 

Considering an SNR of 454.78, PSO is superior to 1D-CNN 
(678.67) and MR-CNN (767.78) in an analysis of metrics 
related to performance. The BER is 232.13 for MR-CNN, 
432.13 for 1D-CNN, and 567.23 for PSO. The best three 
models for SER are PSO (678.56), 1D-CNN (612.67), and MR-
CNN (412.78). With a FER of 354.78, MR-CNN is at the 
bottom of the pack, next to 1D-CNN at 512.68 and PSO at 
567.56. PSO emerges in third. With 31.23 bits, PSO has the 
highest capacity, next to 1D-CNN with 45.4 bits and MR-CNN 
with 53 bits. Although MR-CNN outperforms in SNR and 
capacity, it exhibits superior results across error rates, showing 
consistency in data integrity. According to these measures, 1D-
CNN is in the middle. The contrast is demonstrated visually in 
Fig. 1 to Fig. 3. Fig. 1 indicates SNR, Fig. 2 potentially displays 
various error rates, and Fig. 3 exhibits distinct capacities. 
Overall, MR-CNN proves a higher error rate reduction than 
PSO, rendering it an excellent choice for tasks that are sensitive 
to errors, even though PSO has superior SNR and throughput. 

V. CONCLUSION AND FUTURE WORK 

This research highlights the importance of RFID tags 
without chips for automatic data capture and human 
identification, as they facilitate fast and secure communication. 

The primary goal of this study is to improve the encoding 
efficiency and physical adaptability of chipless RFID tags. It is 
done by optimizing their resonant model. This study advances 
the design of chipless RFID tags by introducing an open-ended 
quarter-wavelength stub multi-resonator model, which 
provides access to real-world applications that require high-
capacity data transfer. Implementing CNN for dynamic 
modulation and ECC improves tag performance. Both the novel 
AMS and ECC cooperate to make data accurate by adjusting 
modulation parameters in response to changes in the channel. 
When it comes to systems that are sensitive to errors, MR-CNN 
exhibits considerable potential due to its improved error rate 
reduction. The results of this work help to push chipless RFID 
forward, which is positive for various industries that use secure, 
high-capacity data transfer. 

Further developments in chipless RFID tag design could be 
a focus of future studies. This may involve investigating novel 
resonant structures or identifying methods to optimize 
manufacturing for enhanced performance and scalability. The 
accuracy of data transfer and the validity of tags might be 
enhanced by investigating the possibility of integrating 
complex error correction coding and modulation techniques. 
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