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Abstract—Autism Spectrum Disorder (ASD) is a 

neurodevelopmental disorder that affects how people talk to each 

other and act. The fact that ASD is becoming more common and 

that diagnosing it can be difficult means that early detection is 

important for improving treatment outcomes. This study's goal is 

to use lightweight ensemble Convolutional Neural Networks 

(CNN) to make it easier to classify ASD from facial photos. The 

study looks at different CNN architectures, like MobileNetV2 and 

EfficientNet variations, to find the best model for diagnosing ASD 

quickly and accurately. The method involves training and testing 

five lightweight CNN models on a set of facial photos. We use pre-

processing methods like scaling and data augmentation to help the 

model learn better. The study tests how well ensemble CNN 

models work by combining predictions from different 

architectures using averaging and voting methods. We use 

important performance metrics like accuracy, precision, recall, 

and F1-score to see how well each model works. The results show 

that the best balance between accuracy and computational 

efficiency is achieved by combining MobileNetV2 and 

EfficientNetB0. This combination achieves an accuracy of 0.8299, 

a precision of 0.8514, a recall of 0.8182, and an F1_score of 0.8344. 

Other models, like ResNet50 combined with EfficientNetB0, have 

higher precision but lower recall, making them less useful for 

finding all ASD cases. This study was also compared with other 

researchers, and the proposed study was found to have greater 

accuracy than other researchers. The results show that ensemble 

CNN models can significantly improve the accuracy of classifying 

ASD compared to single CNNs. This study shows that lightweight 

ensemble CNN models are good at finding ASD in pictures of 

people's faces. The method is fast and can be used on devices with 

limited processing power, making it a good way to find ASD early 

in both clinical and real-world settings. 
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I. INTRODUCTION 

Autism Spectrum Disorder (ASD) is a developmental 
disorder that affects how a person talks, interacts with others, 
and thinks and acts. People with Autism Spectrum Disorder 
(ASD) often have trouble interacting with others, have trouble 
learning new words, and have rigid habits that they do over and 
over. Many conditions that used to be called classic autism, 
Asperger's syndrome, and undefined pervasive developmental 
disability are now part of ASD [1]. This spectrum shows how 

different people can have very different symptoms and how bad 
they can be. It is thought that both genetic and environmental 
factors play a role in the causes of ASD, but these factors are not 
fully understood. Recent studies have confirmed the idea that a 
combination of genetic and prenatal factors has a big effect on 
the development of ASD. The number of people with ASD 
around the world has gone up a lot in the last ten years. 

Center for Disease Control and Prevention (CDC) in the 
United States says that the number of children with Autism 
Spectrum Disorder (ASD) went from 1 in 150 in the early 2000s 
to 1 in 36 in 2023 [2]. There are many reasons for this increase, 
including changes in how autism is diagnosed, more people and 
healthcare professionals being aware of it, and better detection 
of autism across a wider range of ages. There aren't many 
statistics available in Indonesia, but reports from the Ministry of 
Health of the Republic of Indonesia and a few local studies show 
that the number of people with ASD is rising at a similar rate. 
Studies show that 2 to 5 out of every 10,000 children have 
Autism Spectrum Disorder (ASD). This trend is growing 
because more people in Indonesia know about ASD, and 
diagnostic tools are getting better [3]. Sadly, it is still hard to get 
a diagnosis and early help for ASD in Indonesia, especially in 
remote areas. This makes it harder to treat and support people 
with ASD. 

A multidisciplinary approach is often used in ASD screening 
and diagnosis. This includes clinical evaluations based on DSM-
5 criteria and a range of screening tools designed to find ASD 
symptoms in both children and adults. The Autism Diagnostic 
Observation Schedule (ADOS) and the Autism Diagnostic 
Interview-Revised (ADI-R) are the two most common tests used 
to diagnose Autism Spectrum Disorder (ASD). The ADOS is a 
series of exercises that are meant to test a child's social skills, 
communication skills, and behavior. The ADI-R is a semi-
structured interview with parents or caregivers to find out how a 
child is doing with their early developmental milestones. In 
addition to these observational assessment methods, 
questionnaire-based screening tools like the Modified Checklist 
for Autism in Toddlers (M-CHAT) are used to find ASD in 
young children. These steps make it easier to find problems 
early, but they require specialized knowledge and experience to 
give an accurate and appropriate assessment. 

As technology has improved, research on using artificial 
intelligence (AI) methods to classify ASD has made a lot of 
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progress. Artificial intelligence has a lot of potential to help with 
diagnosing ASD by looking at different types of data, such as 
neuroimaging, audio recordings, behavioral patterns, and 
genetic information. Support Vector Machines (SVM), Random 
Forest, Deep Neural Networks (DNN), and Convolutional 
Neural Networks (CNN) are some of the algorithms that have 
been used to make models for classifying ASD that are more 
accurate and useful. Here are eleven papers that came before this 
one that used AI methods to classify ASD. 

K. Vakadkar et al. (2021) used a data-driven method with 
Decision Tree and Naive Bayes algorithms to sort children with 
Autism Spectrum Disorder. The study showed that AI models 
can be very accurate at finding people with ASD [4]. Duda et al. 
(2016) made an AI-based diagnostic system that uses motion 
sensor data to find signs of ASD in kids. The SVM algorithm 
that was used worked very well, with an accuracy of almost 90% 
[5]. Heinsfeld et al. (2018) used deep learning and transfer 
learning to sort Autism Spectrum Disorder using fMRI data. 
This study shows that AI can tell the difference between 
different brain connection patterns in people with ASD [6]. 

Bone et al. (2017) made a Machine Learning model that uses 
voice recordings and speech patterns to sort people with Autism 
Spectrum Disorder (ASD). This study shows that AI has a lot of 
potential for analyzing non-verbal data [7]. R. Thapa et al. 
(2023) looked at how likely a child was to develop ASD at an 
early stage, which made the diagnosis process easier. To predict 
ASD traits, it uses several machine learning models, such as 
Logistic Regression (LR), Naive Bayes (NB), Support Vector 
Machines (SVM), K-Nearest Neighbors (KNN), and Random 
Forest Classifier (RFC). The study found that Logistic 
Regression was the best model for the dataset. However, 
machine learning models could do a better job of finding ASD 
if they were trained on bigger datasets and used deep learning 
methods like Convolutional Neural Networks (CNNs). The 
authors stressed how important it is to find problems early and 
how machine learning can help speed up the diagnostic process 
[8]. 

Using gene interaction network data, D. Bandara [9] made a 
Graph Neural Networks (GNN) model to figure out how likely 
it is that a gene is linked to Autism Spectrum Disorder (ASD). 
The author used different types of GNNs as starting points for 
three classification tasks: binary, multi-class, and syndromic risk 
classification. These types of GNNs included Graph Sage, 
Graph Convolutional Networks (GCN), and Multi-Layer 
Perceptron (MLP). The experimental results show that the Sage 
Graph model consistently outperforms the other models with the 
highest accuracy for all three classification tasks: 85.80% 
accuracy for binary risk classification, 81.68% accuracy for 
multi-class risk classification, 90.22% accuracy for syndromic 
gene classification. 

J. W. Song et.al concluded that neuroimaging studies in 
neurodevelopmental disorders, such as autism spectrum 
disorder (ASD) and Attention-Deficit or Hyperactivity Disorder 
(ADHD), have uncovered various biomarkers. However, 
limitations in comprehensively analyzing such biomarkers limit 
clinically significant results. The use of deep learning (DL) 
offers a new approach to improve diagnosis accuracy and assist 
clinicians in determining more appropriate treatment. DL 

enables earlier and more accurate detection of biomarkers by 
analyzing complex patterns of neuroimaging data [10]. 

A. Ashraf et al. used deep learning methods, specifically an 
optimized Convolutional Neural Network (CNN), providing 
better results in the classification of individuals with Autism 
Spectrum Disorder (ASD) than previous conventional methods. 
Transfer learning demonstrated efficacy, achieving an accuracy 
of 82.31% on the ABIDE-I and ABIDE-II datasets. This study 
looks at how fMRI data can help find Autism Spectrum Disorder 
(ASD) early on so that kids with autism can have a better 
environment. The results showed better performance, but the 
authors stressed how important data augmentation is for 
improving accuracy even more [11]. 

R. A. Bahathiq et al. R. A. Bahathiq et al. have used machine 
learning (ML) and deep learning (DL) to diagnose autism 
spectrum disorder (ASD) using structural magnetic resonance 
imaging (sMRI) data. This is a promising approach, but it faces 
a lot of challenges. There are still a number of problems with 
ML/DL research that make it hard to find biomarkers for ASD 
and improve diagnostic accuracy. These include small sample 
sizes, differences in brain biomarkers, and problems with 
generalizing results. This study stresses how important it is to 
have bigger datasets and more rigorous methods to deal with 
these problems [12]. 

Y. Lin and others have shown that machine learning methods 
can accurately predict risk genes linked to Autism Spectrum 
Disorder (ASD). Using spatiotemporal gene expression patterns 
in the human brain, gene-level constraint metrics, and other 
factors of gene variation, researchers found new genes that 
increase the risk of ASD and confirmed genes that were already 
known to do so. The study showed that the genes that were 
expected to be found are linked to important biological 
processes like neural signaling, neurogenesis, chromatin 
remodeling, and protein ubiquitination.. Although the results are 
encouraging, the study acknowledges limitations, including the 
necessity for additional confirmation via independent 
replication studies [13]. 

AI has a lot of promise for helping to diagnose and classify 
ASD, but there are still other issues and shortcomings that need 
to be fixed. A primary difficulty is the quality and diversity of 
data utilized for training AI algorithms. Inadequate or 
unrepresentative datasets might result in biased models that lack 
generalizability across diverse populations. Furthermore, the 
acquisition of high-quality data, particularly pertaining to brain 
imaging and genetic information, is frequently expensive. 

The restricted interpretability of AI models is a significant 
concern in medical contexts, particularly Autism Spectrum 
Disorder (ASD). Most Deep Learning algorithms operate as 
“black boxes”, rendering their internal mechanics challenging 
for medical professionals and researchers to comprehend. This 
results in challenges in evaluating outcomes and making clinical 
decisions based on AI model outputs. Transfer learning presents 
a viable option to address some limitations of conventional AI 
methodologies. The Lightweight Ensemble CNN for ASD 
classification using facial photos combines fast processing with 
strong predictive power. The use of lightweight CNN 
architectures like MobileNetV2 and EfficientNetB0 makes it 
possible for the system to work well on devices with limited 
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computing power while still being very accurate, thanks to the 
ensemble method. Things that helped with this study are: 

1) The strategy improves the overall accuracy of the 

classification by using an ensemble approach that combines 

predictions from several lightweight CNN models, such as 

MobileNetV2 and EfficientNetB0, instead of just one model. 

This is important for classifying ASD because the details of 

facial features can be very different and subtle. 

2) Using a lightweight CNN architecture makes sure that 

the models can do their jobs quickly. This makes training and 

inference faster, which means that these models can be used on 

devices with limited processing power, like mobile phones or 

edge devices used in clinical settings. 

II. METHODOLOGY 

A. Design CNN 

The dataset of face images for ASD was obtained from 
Kaggle and data from an autism center in Semarang, with 1.468 
labeled as ASD and 1.468 labeled as normal. The dataset was 
divided into training and testing data with an 80:20 ratio. The 
block diagram and flowchart of the proposed research are shown 
in Fig. 1 and Fig. 2. The dataset has pictures of people's faces 
that are either classified as having Autism Spectrum Disorder 
(ASD) or not. This information could come from a variety of 
places, such as clinics, past research, or relevant public statistics. 
Before training, the facial images will go through a number of 
steps to prepare them, such as resizing, normalizing, and adding 
more data through techniques like rotation, flipping, and 
adjusting the contrast. 

 
Fig. 1. Block diagram of proposed research. 

The goal of these steps is to improve the quality of the dataset 
and make the image selection more varied, which will help the 
model learn better. We chose lightweight CNN designs like 
MobileNetV2 and EfficientNetB0 because they are fast and 
have small models. They use depthwise separable convolutions 
and compound scaling methods to make inferences quickly 

while keeping accuracy high. When you put a picture of a face 
into the model, the CNN network will extract features. This 
method uses a number of convolutional layers to find important 
patterns in the image, such as the shape of the face, the 
expression on it, and the texture of the skin. The result of this 
extraction is a number that shows what the face looks like. 

 

Fig. 2. Research flowchart. 

The ensemble method combines the results of the two CNN 
models after they have independently classified the data. To get 
the final prediction, this method might use the average of the 
probability from both models. Using a voting system in which 
the most common result from both models is chosen as the final 
category. The ensemble method makes the system more reliable 
and accurate by lowering the chance of errors from a single 
model and making it better at generalizing new data. The model 
will give a final output that shows the chance that the person has 
Autism Spectrum Disorder (ASD) after the ensemble phase is 
over. A softmax layer is usually used to turn the model's output 
into a probability distribution that shows how sure the model is 
of its categorization. It is possible to make a final decision about 
whether someone has ASD based on the resulting probabilities. 
A specific threshold is set to tell the difference between the 
positive (indicating ASD) and negative (indicating absence of 
ASD) classifications. We use a number of metrics to judge how 
well this architecture works, such as accuracy, precision, recall, 
F1-score, and AUC. This review is very important for figuring 
out how well the model works at finding ASD and figuring out 
what the system does well and what it doesn't. This pseudo-code 
shows the main steps for making an ASD classification model 
using an ensemble method that includes two small CNN models. 
As shown in Fig. 3, this method combines the best features of 
two CNN architectures to create a model that is more accurate 
and robust for classifying facial images related to ASD. 
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Fig. 3. Pseudo-code of ASD classification algorithm with weighted ensemble 

CNN methodology. 

B. Lightweight Ensemble CNN in ASD Classification 

Lightweight Group Convolutional Neural Networks (CNN) 
use face images to group people with Autism Spectrum Disorder 
(ASD) into groups. This involves mathematically defining the 
network architecture and the ensemble method [14]. This is a 
breakdown of the parts that make up the final equation: 

1) Individual model outputs: Let us label two lightweight 

CNN models as M1 and M2. Each model receives an input 

image X and produces a probability distribution across the 

classes (e.g., ASD or non-ASD). 

The result produced by model M1 is: 

P1 = M1(X) (probabilities from model 1)            (1) 

The output of model M2 is: 

P2 = M2(X) (probabilities from model 1)           (2) 

2) Ensemble method: The ensemble may be constructed by 

several techniques, including averaging or voting. We will 

examine the average method, which integrates the outputs of 

both models. 

The ultimate ensemble output can be expressed as: 

𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 =  
𝑃1+𝑃2

2
                                   (3) 

3) Activation function: The final output Pensemble  typically 

needs to be passed through an activation function (like softmax) 

to ensure it produces a valid probability distribution. The 

softmax function is defined as: 

𝑃𝑓𝑖𝑛𝑎𝑙(𝑐) =
𝑒𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑐)

∑ 𝑒𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑗)
𝑗

                           (4) 

Here, c represents a specific class (e.g., ASD or non-ASD), 
and the sum in the denominator runs over all classes j. 

4) Final equation: Combining these components, the 

complete mathematical representation of the Lightweight 

Ensemble CNN for ASD classification can be summarized as: 

 𝑃𝑓𝑖𝑛𝑎𝑙(𝑐) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑀1(𝑋)+𝑀2(𝑋)

2
)                   (5) 

5) Training the models: During training, the loss function 

(e.g., categorical cross-entropy) is applied to the final 

predictions compared to the ground truth labels. The loss 

function can be expressed as: 

𝐿 =  − ∑ 𝑦𝑖𝑖 log (𝑃𝑓𝑖𝑛𝑎𝑙(𝑐𝑖))                    (6) 

where, 

yi is the true label for the i-th instance, 

ci is the class corresponding to the i-th instance. 

III. RESULT AND ANALYSIS 

The performance comparison of the five lightweight 
ensemble CNN models presented in Table I highlights the 
differences in accuracy, precision, recall, and F1-score for each 
model. Here's a detailed breakdown of the comparison: 
MobileNetV2 + EfficientNetB0. This model exhibits the most 
balanced performance across all metrics. It provides strong 
accuracy and maintains a good trade-off between precision and 
recall, which results in a high F1-score. This indicates that the 
model can consistently detect ASD cases while keeping a low 
false-positive rate. MobileNetV2 + EfficientNetB5, this model 
achieves very high precision but poor recall, indicating it 
identifies positive cases with high accuracy but misses a 
significant number of actual ASD cases (low sensitivity). The 
imbalance between precision and recall leads to a relatively low 
F1-score, showing it is less effective in capturing true positive 
cases. 

The MobileNetV2 and EfficientNetB7 work together to give 
very high accuracy, similar to the B5 combination, while greatly 
improving recall. The higher recall makes it easier to find real 
ASD patients, which gives it a better F1-score than the B5 
variation. This means that it is better at finding both positive and 
negative cases overall. The ResNet50 and EfficientNetB0 
models together have the best accuracy of all the models, but 
their recall is very low. It correctly finds positive cases, but it 
misses a lot of real ASD cases, as shown by the low recall. The 
big difference between precision and recall gives the group the 
lowest F1-score, which means that the model is not good enough 
for situations that require high sensitivity. 
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TABLE I.  ENSEMBLE CNN LIGHTWEIGHT MODEL PERFORMANCE TEST 

Model 

LightWeight + Ensemble CNN 

Model Performance 

Accuracy Precision Recall F1_score 

MobilNetV2 + EfficientB0 0.8299 0.8514 0.8182 0.8344 

MobilNetV2 + EfficientB5 0.7109 0.9059 0.5000 0.6444 

MobilNetV2 + EfficientB7 0.8027 0.9138 0.6883 0.7851 

ResNet50 + EfficientB0 0.6667 0.9515 0.3831 0.5364 

VGG16 + EfficientB0 0.7687 0.8644 0.6623 0.7500 
 

The VGG16 + EfficientNetB0 model performs about the 
same as the MobileNetV2 + EfficientNetB0 combination, but it 
is generally worse. It has a moderate recall, which means it can 
find a lot of cases of ASD, but its overall accuracy and F1-score 
are lower, which means it is less reliable. The MobileNetV2 + 
EfficientNetB0 combination has the best overall performance, 
with balanced metrics and a high F1-score, making it the 
strongest model in the comparison. Most Accurate: The 
ResNet50 + EfficientNetB0 model is very accurate, but it doesn't 
do as well on recall, which makes its performance uneven. A 
trade-off between precision and recall. 

The MobileNetV2, EfficientNetB5, and EfficientNetB7 
models exhibit considerable discrepancies in precision and 
recall, with B5 prioritizing precision and B7 providing a more 
favourable balance by enhancing recall. The MobileNetV2 + 
EfficientNetB0 model is the most effective, providing a 
balanced and high-performing solution for ASD classification. 
Other models like ResNet50 + EfficientNetB0 or MobileNetV2 
+ EfficientNetB5 may be valuable, where precision is the 
priority, but their low recall limits their effectiveness in real-
world scenarios where sensitivity is equally important. 

        
(a) Confusion matrix of MobilNetV2 +EfficientB0.     (b) Confusion matrix of MobilNetV2 + EfficientB5. 

            
(c) Confusion matrix of MobilNetV2 + EfficientB7.      (d) Confusion matrix of ResNet50 + EfficientB0. 

 
(e) Confusion Matrix of VGG16+ EfficientB0. 

Fig. 4. Confusion matrix of ensemble CNN lightweight model. 
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Fig. 4 in the study presents the confusion matrices for the 
five lightweight ensemble CNN models discussed in Table I. 
These matrices provide a detailed breakdown of how each model 
performs in terms of correctly and incorrectly classifying 
instances of Autism Spectrum Disorder (ASD) and non-ASD 
cases. The confusion matrix is a useful tool for understanding 
the true positives (TP), false positives (FP), true negatives (TN), 
and false negatives (FN) for each model. Fig. 4(a) has the best 
overall performance, with low false positives and false 
negatives, indicating strong accuracy and a balanced ability to 
correctly identify both ASD and non-ASD cases. 

Fig. 4(b) and Fig. 4(d) are highly precise, but their confusion 
matrices reveal that they suffer from high false negatives, 
meaning they miss many ASD cases and have poor recall. Fig. 
4(c) improves recall significantly compared to the B5 variant, 
with fewer false negatives, offering a better balance between 
precision and recall. Fig. 4(e) provides a moderate performance 
across all metrics, as seen in the relatively balanced false 
positives and false negatives, making it a decent model for 
general ASD classification. 

Fig. 5 of the study presents the graphs of accuracy and loss 
plotted against the number of epochs for the five lightweight 
ensemble CNN models. These graphs provide insights into how 
each model learns over time and how their performance 
improves or stabilizes during training. MobileNetV2 + 
EfficientNetB0 [Fig. 5(a)] has the smoothest and most effective 
learning curve, with early stabilization of both accuracy and 
loss. This indicates a well-optimized model with minimal 
overfitting. MobileNetV2 + EfficientNetB5 [Fig. 5(b)] and 

MobileNetV2 + EfficientNetB7 [Fig. 5(c)] show slower learning 
with more fluctuations, indicating less stable models that might 
struggle with generalization. ResNet50 combined with 
EfficientNetB0 [Fig. 5(d)] exhibits a more gradual enhancement 
and a greater final loss, rendering it less successful than the other 
models. VGG16 combined with EfficientNetB0 [Fig. 5(e)] 
demonstrates moderate performance, exhibiting relatively rapid 
initial learning but ultimately stabilizing at a lower accuracy 
than the highest-performing models. The MobileNetV2 + 
EfficientNetB0 model demonstrates optimal efficiency and 
stability, attaining elevated accuracy and little loss alongside a 
seamless learning trajectory. Alternative models such as 
MobileNetV2 combined with EfficientNetB5 and ResNet50 
paired with EfficientNetB0 exhibit slower learning rates and 
diminished performance, characterized by elevated loss and 
reduced final accuracy, indicating potential difficulties with 
complicated data or a need for more tuning to enhance 
outcomes. 

As shown in Table II, this study was also compared with 
previous studies. Cardoso et al. (2021) conducted a study for 
ASD diagnosis. Eye tracking data was used. The method used 
was an ensemble of random forests. The accuracy results were 
0.75 and 0.82 for the F1-score [15]. Kollias et al. (2022) used 
Decision Trees, Logistic Regression, and Transfer Learning 
methods. The accuracy achieved was 0.805 [16]. The proposed 
study achieved an accuracy of 0.8299, which is higher than 
previous studies, using only a combination of the MobilNetV2 
and EfficientB0 models with a facial images dataset. 

 
(a) Graph of accuracy and loss against number of epochs for the MobilNetV2 +EfficientB0 model. 

 
(b) Graph of accuracy and loss against number of epochs for the MobilNetV2 +EfficientB5 model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 7, 2025 

235 | P a g e  

www.ijacsa.thesai.org 

 
(c) Graph of accuracy and loss against number of epochs for the MobilNetV2 +EfficientB7 model. 

 
(d) Graph of accuracy and loss against number of epochs for the ResNet50 +EfficientB7 model. 

 
(e) Graph of accuracy and loss against number of epochs for the VGG16 +EfficientB7 model. 

Fig. 5. Graph of accuracy and loss against number of epochs for ensemble CNN lightweight model. 

TABLE II.  PRESENTATION OF THE RESULTS OF PREVIOUS STUDIES DISCOVERING ASD 

Study Method Accuracy 

Cardoso et al [15] RF Classifier + ET signals 0.7500 

Kollias et al [16] Transfer learning +DT, logistic refression 0.8050 

Proposed Method MobilNetV2 + EfficientB0 +Facial Images 0.8299 
 

IV. CONCLUSION 

ResNet50 combined with EfficientNetB0 [Fig. 5(d)] exhibits 
a more gradual enhancement and a greater final loss, rendering 
it less successful than the other models. VGG16 combined with 
EfficientNetB0 [Fig. 5(e)] demonstrates moderate performance, 

exhibiting relatively rapid initial learning but ultimately 
stabilizing at a lower accuracy than the highest-performing 
models. The MobileNetV2 + EfficientNetB0 model 
demonstrates optimal efficiency and stability, attaining elevated 
accuracy and little loss alongside a seamless learning trajectory. 
Alternative models such as MobileNetV2 combined with 
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EfficientNetB5 and ResNet50 paired with EfficientNetB0 
exhibit slower learning rates and diminished performance, 
characterized by elevated loss and reduced final accuracy, 
indicating potential difficulties with complicated data or a need 
for more tuning to enhance outcomes. While other models, such 
as ResNet50 + EfficientNetB0, showed high precision, they 
lacked the recall necessary to detect all ASD cases effectively, 
making them less suitable for comprehensive diagnosis. This 
study was also compared with other researchers, and the 
proposed study was found to have greater accuracy than other 
researchers. The findings emphasize the potential of deep 
learning and AI in augmenting ASD screening processes, 
particularly in areas where access to specialized healthcare 
professionals is limited. However, challenges remain, including 
the need for larger, more diverse datasets to improve 
generalization across different populations and further 
development of explainable AI techniques to enhance model 
interpretability for clinicians. Future research should focus on 
refining the model’s ability to generalize across different facial 
types and exploring its integration with other diagnostic tools for 
a multi-modal approach to ASD diagnosis. 
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