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Abstract—To support the evaluation of the teaching and 

learning process in higher education institutions, it is necessary 

to develop a text mining (TM) model.  The aim of this research is 

to compare the performance of Long Short-Term Memory using 

Word Embedding Text to Sequence (WETS-LSTM), WETS-

BiLSTM, WETS-CNN1D, and WETS-RNN, using four dataset 

categories including pedagogic, professional, personality, and 

social competency. This research has five main steps, including 

literature study, dataset collection, TM model development, and 

evaluation. Dataset is collected from Universitas Sjakhyakirti, 

Institut Teknologi dan Bisnis Palcomtech, Universitas 

Muhammadiyah Palembang, Universitas Bina Darma, AMIK 

Bina Sriwijaya and Politeknik Darusalam. The questionnaire 

distribution process initially yielded 6,170 responses with 6,164 

valid across four competency categories, with total of 24,656 text 

data for analysis. Model of WETS-LSTM obtained the best 

performance overall, achieved the train accuracy of 96.65% and 

the highest test accuracy of 82.92%. The CNN1D with Word 

Embedding Text to Sequence (WETS-CNN1D) demonstrated 

good train accuracy with 96.73% but obtained lower test 

performance with 80.67%. The WETS with Recurrent Neural 

Network (WETS-RNN) obtained the weakest results, with a train 

accuracy of 95.88% and a test accuracy of 77.99%. 
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I. INTRODUCTION 

The results of the evaluation of lecturer teaching and 
university services show clear information about the state of a 
university and the services offered to students [1], [2]. 
Evaluation serves as a method to assess the quality of 
education and the efficiency of higher education services 
which is an aspect of international university ranking 
assessment [3]–[5]. Through the results of the evaluation, 
higher education institutions can find out the programs, 
procedures, and service structures that suit the needs of 
students [6]–[8]. 

Usually at the end of each semester, students are asked to 
fill out a questionnaire designed to gather students' 
perceptions and feedback about the university's learning 
experience and facilities in terms of classes, teaching quality, 
library, and other services [9]–[11]. However, these 
questionnaires consist of Likert scale or multiple-choice 
questions (yes or no) that are usually filled out quickly and do 
not present the actual state of affairs [12], [13].  

For this reason, it is necessary to evaluate lecturer teaching 
and university services using a special system with a feature to 
store assessment feedback in the form of text [14]–[16]. 
However, the evaluation of qualitative text feedback from 
students is difficult to do if it is done by manual analysis, 
especially for large-scale feedback datasets [17]–[19]. In fact, 
the results of qualitative feedback data analysis can provide 
valuable insights into the evaluation of lecturer teaching and 
university services [20]–[22]. To solve this problem, it is 
necessary to develop an architecture and evaluation model for 
lecturer teaching and university services based on text mining 
[23]–[25]. Research on the evaluation model of lecturer 
teaching and university services based on text mining (TM) 
has been carried out with various methods in the last four 
years using the text mining (TM) approach [14], [26]–[30] 

The previous works utilized a variety of machine learning 
models for text analysis, focusing on different linguistic 
datasets and methodologies. Research by Grönberg et al. 
(2021) applied Latent Dirichlet Allocation (LDA) for topic 
modeling in English, while Misuraca et al. (2021) leveraged 
Support Vector Machine (SVM) for text classification in 
English as well [26], [27]. Research by Grljević et al. (2022) 
utilized a combination of Term Frequency-Inverse Document 
Frequency (TF-IDF) and K-Nearest Neighbor (KNN) 
techniques on Serbian text data, whereas Ren et al. (2023) 
explored the application of Word Embedding and Long Short-
Term Memory (LSTM) for text analysis in Chinese [28] [29]. 
Abdi et al. (2023) combined Word Embedding (WE) with 
Convolutional Neural Networks (CNN) and Bidirectional 
Long Short-Term Memory (BiLSTM) for English text 
classification [30]. 

Based on research problem and previous works, several 
advancements were proposed in the development of a text 
mining-based evaluation system for lecturer teaching and 
university services. Researchers have focused on exploring 
various artificial intelligence models to analyze qualitative 
feedback, recognizing the limitations of traditional manual 
analysis, especially in large-scale datasets. The aim of this 
research was to develop and compare various text mining 
models for evaluating lecturer teaching and higher education 
services based on large-scale qualitative feedback. By utilizing 
different machine learning approaches, such as BiLSTM, 
LSTM, CNN-1D, and Recurrent Neural Network (RNN) with 
embedding text to sequence (WETS) techniques, the 
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experiment was conducted to analyze a dataset of 6,164 
student questionnaires across four categories, including 
pedagogic, professional, personality, and social competencies, 
into positive and negative interpretation result. The goal was 
to assess the effectiveness of these models for analyzing of 
lecturer performance and university services feedback by 
improving the accuracy of proposed model. 

II. RELATED WORK 

Over the past four years, several studies investigated 
evaluation models of lecturer teaching and university services 
using the text mining (TM) approach. These studies employed 
various machine learning techniques on different linguistic 
corpora, including LDA for topic modeling and SVM for 
English text classification, TF-IDF with KNN classification on 
Serbian text, LSTM on Chinese data, and combinations of 
Word Embedding (WE) with CNN and BiLSTM for English 
text classification. The model has been implemented in the 
dataset of evaluation texts for lecturer teaching and university 
services can be seen in Table I. 

TABLE I.  STATE OF THE ART 

Reference Model Dataset 

[26] Latent Dirichlet Analysis (LDA) English 

[27] Support Vector Machine (SVM) English 

[28] 
Term frequency–inverse document frequency (TF-
IDF) – K-Nearest Neighbor (KNN) 

Serbian 

[29] 
Word Embedding, Long Short-Term Memory 

(LSTM) 
Chinese 

[30] 
Word Embedding, Convolutional Neural Networks 
(CNN)-BiLSTM 

English 

Proposed  
Word Embedding Text to Sequence (WETS), 

LSTM 
Indonesia 

Based on previous, Grönberg et al. (2021) implemented 
Latent Dirichlet Allocation (LDA) for topic modeling to 
extract key themes from student feedback in English, while 
Misuraca et al. (2021) applied Support Vector Machine 
(SVM) for text classification in English, providing insights 
into the strengths and weaknesses of teaching and services. 
Similarly, Grljević et al. (2022) used a combination of Term 
Frequency-Inverse Document Frequency (TF-IDF) and K-
Nearest Neighbor (KNN) techniques on Serbian text data, 
revealing valuable patterns and trends in the evaluation of 
academic services. 

Moreover, other researchers, such as Ren et al. (2023), 
explored model of Word Embedding (WE) and Long Short-
Term Memory (LSTM) for analyzing Chinese text data, 
further enhancing the ability to understand and interpret 
qualitative feedback and Abdi et al. (2023) advanced this 
approach by integrating Word Embedding with CNN-
BiLSTM. This research proposed a text mining (TM) model 
that will be applied to the learning system. The proposed new 
text mining (TM) model comes from a combination of 
BiLSTM based on Word Embedding Text to Sequence 
(WETS). 

III. RESEARCH METHODOLOGY 

Data collection was based on the distribution of 
instruments at several universities in the city of Palembang, 

namely Universitas Sjakhyakirti, Institut Teknologi Bisnis 
Palcomtech, Universitas Muhammadiyah Palembang, 
Universitas Bina Darma, AMIK Bina Sriwijaya and Politeknik 
Darusalam. The questionnaire distribution process initially 
yielded 6,170 responses. After preprocessing, 6,164 valid 
questionnaires remained, each containing evaluations across 
four competency areas: pedagogic, professional, personality, 
and social. As a result, a total of 24,656 individual opinion 
data points were obtained for analysis. 

The lecturer performance evaluation encompassed four 
key aspects: pedagogic, professional, personality, and social. 
The total evaluation included values for the overall 
performance, with 70% of the total representing the training 
data, 30% allocated for testing, and classifications for both 
positive and negative feedback. The composition of research 
dataset can be seen in Table II. 

TABLE II.  RESEARCH DATASET 

Class Train (70%) Test (30%) Total 

Pedagogic  4,316 1,848 6,164 

Professional  4,316 1,848 6,164 

Personality  4,316 1,848 6,164 

Social  4,316 1,848 6,164 

Total  17,264 7,392 24,656 

The initial stage in opinion mining is pre-processing with 
the aim of preparing text data which will later experience the 
next text data processing.  This stage has five stages carried 
out, namely data cleansing, case folding, tokenizing, stop-
word, tokenizing, and stemming. The summary of each of the 
five stages can be seen in Fig. 1. 

 

Fig. 1. Preprocessing phase. 

At the data cleansing stage, the process of cleaning 
unnecessary words is carried out to reduce computational 
load, such as text containing html, links, and scripts. In 
addition, this stage also removes punctuation marks such as 
periods (.), commas (,) and also other punctuation marks. In 
this pre-processing process also applies the case folding 
method, which is the process of converting words into lower-
case. The third stage is tokenization. This method is 
implemented to transform words contained in text into several 
sequences truncated by certain spaces or characters. 

• Hasthtag (#) and mention (@), 
URL, punctuation, emoticon

Data Cleansing

• Convert text into lowercase onea.Case Folding

• Stopword removal based on 
Indonesian dictionary

Stopword Removal

• White space and punctuation as 
token delimiters 

a.Tokenizing

• Convert prepositional words to 
base words

Stemming
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By applying a word that has a unique word from text data 
such as conjunctions, and possessive words. Less meaningful 
types of words will be removed, such as the words: I, and, or 
by using this method. The purpose of stop word removal is to 
reduce the burden on system performance, because the words 
to be taken are the words that are considered important. The 
last stage in the pre-process process is the stemming stage. 
The method at this stage is done by transforming the words in 
the text into basic words. 

Next is to conduct experiments for model training and 
testing. The methods compared include BiLSTM, LSTM, 
CNN1D and RNN. Each model is carried out performance 
evaluation measure (PEM) or known as model performance 
evaluation measurement is an approach that aims to measure 
the performance or performance of the algorithm model. As 
for the experiment to be carried out as seen in Fig. 2. 

 

Fig. 2. Research experiment scenario. 

The final stage is the evaluation stage that is carried out as 
a measurement of the performance value of the text mining ™ 
method that has been implemented. Performance evaluation 
measurement using confusion matrix, accuracy, precision, F1-
score and recall to compare BiLSTM, LSTM, CNN-1D, and 
RNN with embedding text to sequence techniques 
performance. 

IV. RESULT AND DISCUSSION 

The study aimed to develop a text mining model for 

evaluating lecturer performance, with a specific focus on 

Indonesian text. Previous research primarily focused on 

datasets from other languages, such as English, Serbian, and 

Chinese, which evaluated different competencies. These 

studies incorporated personality, professional, pedagogical, 

and social competencies. This research differentiated itself by 

introducing a tailored evaluation model that includes all four 

competency categories and fill the gap in existing literature by 

providing an evaluation framework specifically designed for 

the Indonesian educational context as explained in Table III. 

TABLE III.  DATASET SPECIFICATION 

Source & Dataset Personality Professional Pedagogy Social 

English [26]  ● ●  

English [27]  ● ●  

Serbian [28]  ● ● ● 

Chinese [29]  ● ●  

English [30]  ● ● ● 

Indonesia [Proposed] ● ● ● ● 

The first experiment used RNN using Embedding Text to 
Sequence (WETS-RNN). The RNN model itself is in the form 
of a neural network designed to process the text sequence on 
the learning evaluation opinion. Using WETS is a dataset of 
learning opinion texts converted into numerical 
representations so that can be processed by the RNN model. 
The WETS-RNN model obtained a training accuracy of 
0.9588 of the correct predictions which showed that the model 
was very good at recognizing patterns from the training data 
from the learning evaluation dataset and the test accuracy of 
0.7799 which was lower than the training which showed that 
the WETS-RNN model was not fully generalized well to the 
test data. 

The second experiment used CNN1D using Word 
Embedding Text to Sequence (WETS-CNN1D). The CNN1D 
model is based on a neural network used to process one-
dimensional sequence data of student comment texts on 
learning. By using WETS, the students' comments were 
converted into vector representations so that the CNN1D 
model could capture the semantic relationships between words 
in the dataset text. The WETS-CNN1D model obtained a 
training accuracy of 0.9673 of the correct predictions 
indicating that the WETS-CNN1D model was very good at 
recognizing patterns from the training dataset while the test of 
0.8067 showed good performance on the submission dataset 
being judged correct. 

The third experiment used LSTM using Word Embedding 
Text to Sequence (WETS-LSTM). Model of LSTM model 
leverages neural networks designed to address sequence 
problems and long-term dependencies in processing the 
sequence of opinion and comment texts by capturing temporal 
dependencies. Then, the WETS is used to convert the order of 
the text numbers into a lower-dimensional vector that can be 
processed by the LSTM model. The training accuracy 
performance of the WETS-LSTM model is very good, which 
is 0.9665 which means that the model shows excellent 
performance on the training data, with 96.65% of the 
predictions correct while the test performance is 0.8292 or 
82.92% which shows that the model has good generalization 
ability to comment text data that is different from the training 
data. 

The fourth experiment used WETS-BiLSTM. The 
BiLSTM model is a variation of the LSTM that has the ability 
to process learning comment text data in two directions, 
namely from start to end and from end to end. The training 
accuracy performance of the WETS-BiLSTM model obtained 
a training accuracy of 0.9688 which shows good performance 
in the training data with 96.88% of the training data prediction 
results being declared correct. Then, the test accuracy obtained 
a value of 0.8234 or 82.34%, which is lower than the training 
accuracy but this value is the best value of the other models. 

Based on experimental results, WETS-LSTM has good 
accuracy among other methods. The WETS -LSTM model is a 
model based on long short-term memory which can be used in 
WETS which allows the model to understand the meaning of a 
sentence based on word order. The results of the comparison 
of model can be seen in Table IV. 

Experiment 1 
→ WETS-RNN

• RNN using 
Word 
Embedding 
Text to 
Sequence

Experiment 2 
→ WETS-

CNN1D 

• CNN1D using 
Word 
Embedding 
Text to 
Sequence

Experiment 3 
→ WETS-

LSTM

• LSTM using 
Word 
Embedding 
Text to 
Sequence

Experiment 4 
→ WETS-
BiLSTM

• BiLSTM using 
Embedding 
Text to 
Sequence
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TABLE IV.  THE PERFORMANCE COMPARISON OF MODEL 

Method Abbreviation Train Test 

BiLSTM using Word Embedding 
Text to Sequence 

WETS-
BiLSTM 

96.88% 82.34% 

LSTM using Word Embedding 

Text to Sequence 
WETS-LSTM 96.65% 82.92% 

CNN1D using Word Embedding 
Text to Sequence 

WETS-CNN1D 96.73% 80.67% 

RNN using Word Embedding 

Text to Sequence 
WETS-RNN 95.88% 77.99% 

The initial experiment commenced with tokenization, 
where sentences were segmented into individual words. Each 
word was then assigned an index from a predefined 
vocabulary. For example, the sentence "Indonesian language" 
was divided into "Indonesian" and "language," which were 
mapped to specific indices within the vocabulary. This 
mapping transformed the text data into numerical form as part 
of the WETS phase. The WETS phase improved the 
performance of data processing and classification by utilizing 
models such as BiLSTM, LSTM, CNN1D, and RNN, with 
performance results, particularly accuracy, depicted in Fig. 3. 

 

Fig. 3. Model performance results comparison. 

Based on the experiment, WETS-LSTM was selected as 
the preferred text mining (TM) model for lecturer performance 
evaluation. The phase WETS involved padding to ensure 
uniformity in the input sequence length, as the model required 
inputs of a fixed length. In the given example, a sentence of 
length 2 was padded with zeros to extend the sequence to a 
length of 4. After padding, the sentence was represented as [1, 
2, 0, 0]. The padded sequence was then processed through an 
embedding layer, where each token (word index) was mapped 
to a dense vector of fixed dimensions. This transformation 
converted the tokenized sequence into numerical 
representations suitable for the WETS-LSTM. The complete 
phase and result of data processing using WETS can be seen 
in Fig. 4. 

 

Fig. 4. Word Embedding Text to Sequence (WETS). 

The input was processed through the LSTM, which 
operated on sequences and is capable of retaining long-term 
dependencies due to its forget 𝑓𝑖 , input 𝑖𝑖 , cell state 𝑐𝑖 , and 
output gates 𝑜𝑙 . At each time step t, the LSTM processed the 
current word embedding 𝑥𝑖, the previous ℎ𝑖−1 hidden state and 
the previou 𝑐𝑖−1 cell state. The forget gate determined which 
information from the previous cell state should be weighted 
𝑊𝑓 , allowing the model to decide what aspects of the past 

memory to retain or forget for the current time step by using 
sigmoid activation function 𝜎  and bias term 𝑏𝑓 . The 

explanation of LSTM can be expressed as in Eq. (1). 

𝑓𝑖 = 𝜎(𝑊𝑓 . [ℎ𝑖−1, 𝑥𝑖]  + 𝑏𝑓  (1) 

ℎ0 = [0, 0, 0, 0],  𝑐0 = [0, 0, 0, 0] 

𝑓𝑖 = [0.6, 0.7, 0.5, 0.4] 

Assuming that after calculating the forget gate at t=1 for 
the first word "Indonesian," the next step involved the input 

gate and the 𝐶�̃�  cell candidate. The 𝑖𝑖  input gate determined the 
amount of new information to be incorporated into the cell 
state, while the cell candidate generated potential new values 

for updating the cell state. The calculation of 𝑖𝑖 and 𝐶�̃�  for t=1 
can be expressed as in Eq. (2) and Eq. (3). 

𝑖𝑖 = 𝜎(𝑊𝑖 . [ℎ𝑖−1, 𝑥𝑖]  + 𝑏𝑖 = [0.4, 0.3, 0.2, 0.1],  (2) 

𝐶�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑖−1, 𝑥𝑖]  + 𝑏𝑐  = [0.5, 0.4, 0.6, 0.7](3) 

At t=1, for the first word "Indonesian," the cell state 𝑐𝑖 

was updated by combining the results of the forget gate 𝑓𝑖 and 
the input gate 𝑖𝑖 . This update process allowed the model to 
decide which parts of the previous cell state should be retained 
and which new information should be incorporated. The 𝑜𝑙  
output gate then determined which part of the updated cell 

WETS-

BiLSTM

WETS-

LSTM

WETS-

CNN1D

WETS-

RNN

Training 96.88% 96.65% 96.73% 95.88%

Testing 82.34% 82.92% 80.67% 77.99%

96.88%

96.65% 96.73%

95.88%

82.34%

82.92%
80.67%

77.99%

70.00%

75.00%

80.00%

85.00%

90.00%

95.00%

100.00%

Training Testing

Embedding matrix:

𝐸𝑀 =

[0.1, 0.2, 0.3, 0.4]
[0.5, 0.6, 0.7, 0.8]

[0, 0, 0, 0]
[0, 0, 0,0]

Embedding vectorization:

E
𝐼𝑛𝑑𝑒𝑥 1 ("𝐼𝑛𝑑𝑜𝑛𝑒𝑠𝑖𝑎𝑛") [0.1, 0.2, 0.3, 0.4]

𝐼𝑛𝑑𝑒𝑥 2 ("𝑙𝑎𝑛𝑔𝑢𝑎𝑔𝑒") [0.5, 0.5, 0.7, 0.8]

Padding sequence:
𝑃𝑎𝑑𝑑𝑒𝑑 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 = [1, 2, 0, 0]

Sequence of indices creation:
𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 (𝑖𝑛𝑑𝑖𝑐𝑒𝑠) = [1,2]

Mapping word: 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒 (𝑖𝑛𝑑𝑖𝑐𝑒𝑠) = [1,2]

Tokenization:
Sentence=["Indonesian","language"]
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state would be output as the hidden state. The ℎ𝑙 hidden state 
captured the relevant information from the current word and 
the context provided by the preceding words. The calculation 

of 𝑜𝑙  and ℎ�̃�  for t=1 can be expressed as in Eq. (4) and Eq. (5). 

𝑜𝑙 = 𝜎(𝑊𝑜. [ℎ𝑖−1, 𝑥𝑖]  + 𝑏𝑜 = [0.5, 0.6, 0.7, 0.8](4) 

ℎ𝑙 = 𝑜𝑙 . 𝑡𝑎𝑛ℎ (𝑐𝑙) = [0.0985, 0.0714, 0.0833, 0.056(5) 

This process was repeated for the second word "language" 
at t=2 based value of embedding matrix. The previous hidden 
state ℎ𝑙−1and cell state 𝑐𝑙−1 were passed forward, and the new 
word embedding 𝑥𝑙  for the current word was processed. 
Model LSTM generated a prediction based binary 
classification, which distinguished between positive and 
negative lecturer evaluations from the LSTM will be passed 
through a sigmoid activation function. This function will 
output a probability between 0 and 1. The sigmoid function is 
defined as Eq. (6). 

𝜎(𝑦) =
1

1+𝑒−𝑦    (6) 

The output will be a value σ(y) between 0 and 1. If σ(y) is 
greater than or equal to 0.5, the feedback is classified as 
positive. Otherwise, the data is classified as negative, 
distinguishing between positive and negative lecturer 
evaluations. Based on this classification, the accuracy results 
were calculated for each category. The accuracy per epoch for 
the social feedback data was presented in Fig. 5. 

 

Fig. 5. Accuracy WETS-LSTM for dataset of social feedback. 

The data used for the WETS-LSTM classification 
consisted of four distinct categories, i.e. pedagogic, 
professional, personality, and social, with each category 
having positive and negative samples. For the pedagogic 
category, the training set contained 2,389 positive and 1,927 
negative samples, while the testing set had 1,024 positive and 
824 negative samples. In the Professional category, the 
training data included 2,500 positive and 1,816 negative 
samples, with 946 positive and 902 negative samples in the 
testing data. The dataset of social category had 2,307 positive 
and 2,009 negative samples for training. Accuracy results 
were computed for each category with the detail of dataset as 
detailed in Table V. 

TABLE V.  THE DATASET FOR WETS-LSTM EVALUATION 

Category 
Train Test 

Positive Negative Positive Negative 

Pedagogic  2,389 1,927 1,024 824 

Professional  2,500 1,816 946 902 

Personality  2,290 2,026 975 873 

Social  2,307 2,009 967 881 

Total  7,486 7,778 3,912 3,480 

The text mining model for evaluating lecturers calculated 
the total accuracy as the average of accuracy of each dataset 
category. The pedagogic accuracy obtained 85.00%, the 
professional accuracy obtained 80.00%, the personality 
accuracy obtained 81.00%, and the social accuracy obtained 
83.36%. The total average accuracy was determined by 
calculating the mean of all dataset category accuracy, as in Eq. 
(7). 

𝑎𝑐𝑐𝑎𝑣𝑔 =
accpedagogic+accprofessional+accpersonality+accsocial

4
(7) 

𝑎𝑐𝑐𝑎𝑣𝑔 =
85.00%+80.00%+81.00%+83.36%

4
= 82.34% 

The calculation was applied to other models to assess the 
testing accuracy. The accuracy results for each model were 
then obtained. The BiLSTM using Word Embedding Text to 
Sequence (WETS-BiLSTM) model achieved an accuracy of 
82.34%. The LSTM using Word Embedding Text to Sequence 
(WETS-LSTM) model performed slightly better, with an 
accuracy of 82.92%. Additionally, the CNN1D using Word 
Embedding Text to Sequence (WETS-CNN1D) and RNN 
using Word Embedding Text to Sequence (WETS-RNN) 
models achieved accuracy rates of 80.67% and 77.99%, 
respectively. 

V. CONCLUSION 

The aim of this research was to compare the performance 
of WETS-BiLSTM, WETS-LSTM, WETS-CNN1D, and 
WETS-RNN and involved four dataset categories, i.e. 
pedagogic, professional, personality, and social. The WETS-
LSTM model exhibited the best performance overall, with a 
slightly lower training accuracy of 96.65%, but it achieved the 
highest test accuracy of 82.92%. The WETS-CNN1D model 
demonstrated good training accuracy with 96.73% but 
exhibited lower test performance, achieving 80.67%. The 
WETS-RNN produced the weakest results, with a training 
accuracy of 95.88% and a testing accuracy of 77.99%. While 
WETS-LSTM methods proved to be the most effective for 
both training and testing, WETS-RNN showed less 
satisfactory performance. Further analysis is required to 
improve the robustness of the proposed WETS-LSTM on 
larger datasets, and while the current study relied on limited 
data from a few private universities, efforts were undertaken 
to collect data from additional universities for more 
comprehensive analyses. 
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